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Overview of the Report

This project was a comprehensive research program for developing techniques for improving the
performance of internet protocols over Asynchronous Transfer Mode (ATM) based satellite networks.
Among the service categories provided by ATM networks, the most commonly used category for data
traffic is the unspecified bit rate (UBR) service. UBR allows sources to send data into the network without
any feedback control.

Several issues arise in optimizing the performance of Transmission Control Protocol (TCP) when ATM-
UBR service is used over satellite links. In this project, we studied several TCP mechanisms as well as
ATM-UBR mechanisms to improve TCP performance over long-delay ATM networks. The UBR
mechanisms that we studied in this project are:

UBR with frame level discard policies,

UBR with intelligent buffer management,

UBR with guaranteed rate,

Guaranteed Frame Rate (GFR).

The lbllowing TCP mechanisms were studied:

Vanilla TCP with slow start and congestion avoidance,

TCP Reno with fast retransmit and recovery,

TCP New Rcno

TCP with selective acknowledgements (SACK)

We studied ahnost all possible combinations of these mechanisms using an extensive set of simulations and
quantified the eflL'ct of each of these mechanisms.

We found that vanilla TCP over the UBR service category achieves low throughput and low fairness over
satellite networks, This is because during packet loss, TCP loses significant amount of time waiting for
retransmission limeouI.

In the presence of bursty packet losses, last retransmit and recovery (FRR) (without SACK) further hurts
TCP performance over UBR for long delay-bandwidth product networks. This is because after two last
retransmissions, the congestion window is too small to send out new packets that trigger duplicate acks. In
the absence of duplicate acks, the third lost packet is not retransmitted, and a timeout occurs at a small

window. This rcsuhs in congestion avoidance with a small window, which is very slow ['or long delay
networks.

Frame level discard policies such as early packet discard (EPD) improve the throughput significantly over
cell-level discard policies. However, the fairness is not guaranteed unless intellient buffer management with
per virtual circuit (VC) accounting is used.

Throughput increases further with more aggressive New Reno and SACK. SACK gives the best
performance in terms of throughput. We found that for long delay paths, the throughput improvement due
to SACK is more than that from discard policies and buffer management. Also, a buffer size equal to half
the round-trip delay was lound to be sufficient.
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AnothermethodforimprovingtheUBRperformanceisthesocalled"guaranteedrate"(GR)inwhicha
smallfractionofthebandwidthisreservedintheswitchesfortheUBRservicecategory.Thisbandwidthis
sharedbyallUBRVCs.Usingguaranteedrateshelpsinthepresenceofahighloadofhigherpriority
trafficsuchasConstantBitRate(CBR)orVariableBitRate(VBR)traffic.Wefoundthatreservingjusta
smallfraction,say10%,ofthebandwidthforUBRsignificantlyimprovesTCPperlormance.Thisis
becausethereservedbandwidthensuresthattheflowofTCPpacketsandacknowledgementsiscontinuous
andpreventsTCPtimeoutsduetotemporarybandwidthstarvationofUBR.Notethatthismechanismis
differentfromtheGFRservicecategorywhereeachVC(ratherthantheentireUBRclass)hasaminimum
rateguarantee.TheresultsdescribedaboveholdlbrbothpersistentTCPaswellasworld-widewebTCP
trafl'ic.

WcalsostudiedGFRservicecategory,whichisanenhancementofUBRandprovidesper-VCminimum
cellrate(MCR)guarantee.Weshowedthatper-VCqueueingandschedulingaresufficienttoprovidethe
guarantees.If aswitchdoesnothaveper-VCqueueing,asmightbethecaseinanon-boardswitch,special
bufferallocationisrequiredtoachieveefficientandfairallocationofresources.Wedesigneda
"DifferentialFairBufferAllocation(DFBA)"schemethatallowsMCRguaranteeswithasinglequeue
usingonlypcr-VCaccounting.

Theprc_jectresultedinthenumei'ousATMForumcontributionsandpapers.Thesearclistedbelowagainst
eachofthesevendeliverablesoftheproiect.

I. Switch and end-system policies for satellite networks.

I.A "Traffic Management for TCP/IP over Satellite-ATM Networks," Rohit Goyal, Raj
Jain, Sastri Kota. Mukul Goyal, Sonia Fahmy, Bobby Vandalore, To appear in IEEE
CommunicationsMagazine, March 1999, 18 pp., http://www.cis.ohio-
state.edu/-jain/papers/comm399.htm

I.B "Improving the performance of TCP/IP over Satellite-ATM Networks," Rohit
Goyal, Raj Jain, Sastri Kota, Mukul Goyal, Sonia Fahmy, Bobby Vandalore, Under
preparation. To be submitted to International Journal of Satellite Communications,
Special Issue on Internet Protocols over Satellite.

11. UBR switch drop policies and the minimum rate guarentee interaction with TCP congestion
control algorithms.

II.A

II.B

II.C

II.D

"TCP Selective Acknowledgments and UBR Drop Policies to Improve
ATM-UBR Performance over Terrestrial and Satellite Networks", Reference : Rohit

Goyal, Raj Jain, Shivkumar Kalyanaraman, Sonia Fahmy, Bobby Vandalore, Sastri Kota,
Proc. ICCCN '97, Las Vegas, September 1997, pp. 17-27, http://www.cis.ohio-
state.edu/-jain/papers/ic 3n97.htm

"Buffer Management for the GFR Service," Rohit Goyal, Raj Jain, Sonia Fahmy,
Bobby Vandalore, ATM Forum/98-0405, July 1998, http://www.cis.ohio-
state.edu/-jain/atmlTa98-0405.htm

"Buffer Management for the GFR Service," Rohit Goyal, Raj Jain, Sonia Fahmy,
Bobby Vandalore, Submitted to Journal of Computer Communications, January 1999, 33
pp., http://www.cis.ohio- state.edu/-jain/papers/d fba.htm

"GFR Implementation Options," Rohit Goyal, Raj Jain, Sonia Fahmy, Bobby
Vandalore ATM_Forum/98-0406, July 1998, http://www.cis.ohio-
state.edu/--j ai n/atm f/a98-0406.htm
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II1.

IV.

Vo

VI.

VII.

Buffer requirements as a function of delay-bandwidth products.

III.A "Analysis and Simulation of Delay and Buffer Requirements of Satellite-ATM
Networks for TCP/IP Traffic," Rohit Goyal, Sastri Kota, Rai Jain, Sonia Fahmy,
Bobby Vandalore, Jerry Kallaus Under preparation, htlp://www.cis.ohio-
state.ed u/~jain/pal_rs/jsac98, htm

III.B "UBR Buffer Requirements for TCP/IP over Satellite Networks," Reference: Rohil

Goyal, Raj Jain, Sonia Fahmy, Bobby Vandalore, Shiv Kalyanaraman, Sastri Kota,
Pradeep Samudra, ATM Forum/97-0616, July 1997, http://www.cis.ohio-
state.edu/-jain/atmfla97-0616,him

UBR bandwidth starvation by higher priority VBR traffic.

IV.A "Guaranteed Rate for Improving TCP Performance on UBR+
over Terrestrial and Satellite Networks," Rohit Goyal, Raj Jain, Shiv Kalyanaraman,
Sonia Fahmy, Bobby Vandalore, Xiangrong Cal, Seong-Cheol Kim. Sastri Kota, ATM
Forum/.97-0424, April 1997, http://www.cis.ohi_-state.edu/~jain/almf/a97-O424.htm

Bursty Sources

V.A "Performance Analysis of TCP Enhancements for WWW Traffic using UBR+ with

Limited Buffers over Satellite Links" Mukul Goyal, Rohit Goyal, Raj Jain, Bobby
Vandalore, Sonia Fahmy, Tom VonDeak, Kul Bhasin, Norm Butts, and Sastri Kota,,
ATM_Forum/98-0876RI, December 1998, htlp://www.cis.ohio-state.edu/-jain/atmffa98-
0876.htm

Large congestion window and the congestion avoidance phase.

VI.A See ICCCN'97 paper under deliverable 2 above.

Optimizing the performance of SACK TCP

VII.A We analyzed the performance of SACK TCP using delayed retransmit. It was found to
not have any significant effect on the performance. No papers were published on this
topic.
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Traffic Management for TCP/IP over Satellite-ATM
Networks

Rohit Goyal a, Raj Jain a, Sastri Kota b, Mukul Goyal a, Sonia Fahmy a, Bobby Vandalore a

a). The Ohio State University

b). Lockheed Martin Telecommunications

Abstract

Several Ka-band satellite systems have been proposed that will use ATM technology to seamlessly

transport htternet traffic. The ATM UBR, GFR atzd ABR service categories have been designed for dam.

However; several studies have reported poor TCP performance over satellite-ATM networks. We

describe techniques m improve TCP pet_brmance over satellite-ATM networks. We first discuss the

various design options available for TCP end-systems, IP-A TM edge devices as well as A TM switches for

long lateno_ connections. We discuss buffer management policies, guaranteed rate services, and the

virtual source�virtual destination option in ATM. We present a comparison of A TM service categories for

TCP tran.wort over satellite links. The main goal of this paper is to discuss design and performance

issues for the transport of TCP over UBR, GFR and ABR services for satellite-A TM networks.

i This work was partially supported by the NASA Glenn Research Center,
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1. Introduction

ATM technology is expected to provide quality of service based networks that support voice,

video and data applications. ATM was originally designed for fiber based terrestrial networks

that exhibit low latencies and low error rates. With an increasing demand for electronic

connectivity across the world, satellite networks play an indispensable role in the deployment of

global networks. Ka-band satellites using the gigahertz frequency spectrum can reach user

terminals across most of the populated world. ATM based satellite networks can effectively

provide real time as well as non-real time communications services to remote areas.

However, satellite systems have several inherent constraints. The resources of the satellite

communication network, especially the satellite and the earth station are expensive and typically

have low redundancy; these must be robust and be used efficiently. The large delays in GEO

systems, and delay variations in LEO systems, affect both real time and non-real time

applications. In an acknowledgment and timeout based congestion control mechanism (like

TCP), performance is inherently related to the delay-bandwidth product of the connection.

Moreover, TCP Round Trip Time (RTT) measurements are sensitive to delay variations that may

cause false timeouts and retransmissions. As a result, the congestion control issues for broadband

satellite networks are somewhat different from those of low latency terrestrial networks. Both

interoperability issues, as well as performance issues need to be addressed before a transport

layer protocol like TCP can satisfactorily work over long latency satellite-ATM networks.

In this paper, we describe the various design options for improving he performance of TCP/IP

over satellite-ATM networks. The next section describes the ATM service categories and options

available to TCP/IP traffic. We then describe each ATM design option as well as TCP

mechanism, and evaluate their performance over satellite networks. We conclude with a

comparison of ATM service categories for TCP transport over satellite links.
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2. Design Issues for TCP/IP over Satellite-ATM

Satellite-ATM networks can be used to provide broadband access to remote locations, as well as

to serve as an alternative to fiber based backbone networks. In either case, a single satellite is

designed to support thousands of earth terminals. The earth terminals set up VCs through the on-

board satellite switches to transfer ATM cells among one another. Because of the limited

capacity of a satellite switch, each earth terminal has a limited number of VCs it can use for

TCP/IP data transport. In backbone networks, these earth terminals are IP-ATM edge devices that

terminate ATM connections, and route IP traffic in and out of the ATM network. These high

capacity backbone routers must handle thousands of simultaneous IP flows. As a result, the

routers must be able to aggregate multiple IP flows onto individual VCs. Flow classification may

be done by means of a QoS manager that can use IP source-destination address pairs, as well as

transport layer port numbers 2. The QoS manager can further classify IP packets into flows based

on the differentiated services priority levels in the TOS byte of the IP header.

In addition to flow and VC management, the earth terminals must also provide means for

congestion control between the IP network and the ATM network. The on-board ATM switches

must perform traffic management at the cell and the VC levels. In addition, TCP hosts can

implement various TCP flow and congestion control mechanisms for effective network

bandwidth utilization. Figure 1 illustrates a framework for the various design options available to

networks and TCP hosts for congestion control. The techniques in the figure can be used to

implement various ATM services in the network. Enhancements that perform intelligent buffer

management policies at the switches can be developed for UBR to improve transport layer

throughput and fairness. A policy for selective cell drop based on per-VC accounting can be used

to improve fairness.

Providing a minimum Guaranteed Rate (GR) to the UBR traffic has been discussed as a possible

candidate to improve TCP performance over UBR. The goal of providing guaranteed rate is to

protect the UBR service category from total bandwidth starvation, and provide a continuous

-_TCP/UDP port numbers are accessible only if end-lo-end security protocols arc not used.
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minimum bandwidth guarantee. It has been shown that in the presence of high load of higher

priority Constant Bit Rate (CBR), Variable Bit Rate (VBR) and Available Bit Rate (ABR) traffic,

TCP congestion control mechanisms benefit from a guaranteed minimum rate.

Guaranteed Frame Rate (GFR) has been recently proposed in the ATM Forum as an

enhancement to the UBR service category. Guaranteed Frame Rate will provide a minimum rate

guarantee to VCs at the frame level. The GFR service also allows for the fair usage of any extra

network bandwidth. GFR is likely to be used by applications that can neither specify the traffic

parameters needed for a VBR VC, nor have capability for ABR (for rate based feedback control).

Current internetworking applications fall into this category, and are not designed to run over QoS

based networks. Routers separated by satellite-ATM networks can use the GFR service to

establish guaranteed rate VCs between one another. GFR and GR can be implemented using per-

VC queuing or buffer management.

The Available Bit Rate (ABR) service category is another option to implement TCP/IP over

ATM. The Available Bit Rate (ABR) service category is specified by a PCR and Minimum Cell

Rate (MCR) which is guaranteed by the network. ABR connections use a rate-based closed-loop

end-to-end feedback-control mechanism for congestion control. The network tries to maintain a

low Cell Loss Ratio by changing the allowed cell rates (ACR) at which a source can send.

Switches can also use the virtual source/virtual destination (VS/VD) feature to segment the ABR

control loop into smaller loops. Studies have indicated that ABR with VS/VD can effectively

reduce the buffer requirement for TCP over ATM especially for long delay paths. ABR can be

implemented using the feedback control mechanisms in figure 1.

In addition to network based drop policies, end-to-end flow control and congestion control

policies can be effective in improving TCP performance over UBR. The fast retransmit and

recovery mechanism, can be used in addition to slow start and congestion avoidance to quickly

recover from isolated segment losses. The selective acknowledgments (SACK) option has been

proposed to recover quickly from multiple segment losses. A change to TCP's fast retransmit and

recovery has been suggested in [HOE96]. The use of performance enhancing TCP gateways to

improve performance over satellite links has also been proposed in recent studies. The following
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sections discuss the design and performance issues for TCP over UBR, GFR and ABR services

for satellite networks.

Queuing

Figure I Design Issues for TCP over ATM

3. TCP over UBR

In its simplest form, an ATM switch implements a tail drop policy for the UBR service category.

If cells are dropped, the TCP source loses time, waiting for the retransmission timeout. Even

though TCP congestion mechanisms effectively recover from loss, the link efficiency can be very

low, especially for large delay-bandwidth networks. In general, link efficiency typically increases

with increasing buffer size. Performance of TCP over UBR can be improved using buffer

management policies. In addition, TCP performance is also effected by TCP congestion control

mechanisms and TCP parameters such as segment size, timer granularity, receiver window size,

slow start threshold, and initial window size.

TCP Reno implements the fast retransmit and recovery algorithms that enable the connection to

quickly recover from isolated segment losses. However fast retransmit and recovery cannot
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efficiently recover from multiple packet losses within the same window. A modification to Reno

is proposed in [HOE96] so that the sender can recover from multiple packet losses without

having to time out.

TCP with Selective Acknowledgments (SACK TCP) is designed to efficiently recover from

multiple segment losses. With SACK, the sender can recover from multiple dropped segments in

about one round trip. Comparisons of TCP drop policies for persistent traffic over satellite-ATM

are presented in [GOYAL97]. The studies show that in low delay networks, the effect of network

based buffer management policies is very important and can dominate the effect of SACK. The

throughput improvement provided by SACK is very significant for long latency connections.

When the propagation delay is large, timeout results in the loss of a significant amount of time

during slow start from a window of one segment. Reno TCP (with fast retransmit and recovery),

results in worst performance (for multiple packet losses) because timeout occurs at a much lower

window than vanilla TCP. With SACK TCP, a timeout is avoided most of the time, and recovery

is complete within a small number of roundtrips. For lower delay satellite networks (LEOs), both

NewReno and SACK TCPs provide high throughput, but as the latency increases, SACK

significantly outperforms NewReno, Reno and Vanilla.

3.1. UBR+: Enhancements to UBR

Recent research has focussed on fair buffer management for best effort network traffic. In these

proposals, packets are dropped when the buffer occupancy exceeds a certain threshold. Most

buffer management schemes improve the efficiency of TCP over UBR. However, only some of

the schemes affect the fairness properties of TCP over UBR. The proposals for buffer

management can be classified into four groups based on whether they maintain multiple buffer

occupancies (Multiple Accounting -- MA) or a single global buffer occupancy (Single

Accounting -- SA), and whether they use multiple discard thresholds (Multiple Thresholds --

MT) or a single global discard threshold (Single Threshold -- ST). Table 1 lists the four classes

of buffer management schemes and examples of schemes for these classes. The schemes are

briefly discussed below.
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The SA schemes maintain a single count of the number of cells currently in the buffer. The MA

schemes classify the traffic into several classes and maintain a separate count for the number of

cells in the buffer for each class. Typically, each class corresponds to a single connection, and

these schemes maintain per:connection occupancies. In cases where the number of connections

far exceeds the buffer size, the added over-head of per-connection accounting may be very

expensive. In this case, a set of active connections can be defined as those connections with at

least one packet in the buffer, and only the buffer occupancies of active connections need to be

maintained.

Table 1 Classification of Buffer Management Schemes

Buffer

Management

Class

Examples Threshold Type

(Static/Dynamic)

Drop Type

(Deterministic/

Probabilistic)

Tag Sensitive

(Yes/No)

Fairness

SA--ST EPD, PPD Static Deterministic No None

RED Static Probabilistic No

FRED

SD, FBA

VQ+Dynamic

EPD

PME+ERED

MA--ST Dynamic

Dynamic

Dynamic

Static

Dynamic

Dynamic

MA--MT

Probabilistic

Deterministic

Deterministic

Probabilistic

Probabilistic

Deterministic

DFBA

No

No

No

Yes

Yes

NoVQ+MCR

scheduling

Equal

allocation in

limited cases

Equal

allocation

Equal

allocation

Equal

Allocation

MCR guarantee

MCR guarantee

MCR guarantee
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SA--MT
Priority Drop I

Static Deterministic Yes

Single threshold (ST) schemes compare the buffer occupancy(s) with a single threshold and drop

packets when the buffer occupancy exceeds the threshold. Multiple thresholds (MT) can be

maintained corresponding to classes, connections, or to provide differentiated services. Several

modifications to this drop behavior can be implemented, including averaging buffer occupancies,

static versus dynamic thresholds, deterministic versus probabilistic discards, and discard levels

based on packet tags. Examples of packet tags are the CLP bit in ATM cells or the TOS octet in

the IP header of the IETF's differentiated services architecture.

The SA-ST schemes include Early Packet Discard (EPD), Partial Packet Discard (PPD) and

Random Early Detection (RED). EPD and PPD improve network efficiency because they

minimize the transmission of partial packets by the network. Since they do not discriminate

between connections in dropping packets, these schemes are unfair in allocating bandwidth to

competing connections [LI96]. Random Early Detection (RED) maintains a global threshold for

the average queue. When the average queue exceeds this threshold, RED drops packets

probabilistically using a uniform random variable as the drop probability.

However, it has been shown in [LIN97] that RED cannot guarantee equal bandwidth sharing. The

paper also contains a proposal for Fair Random Early Drop (FRED). FRED maintains per-

connection buffer occupancies and drops packets probabilistically if the per-connection

occupancy exceeds the average queue length. In addition, FRED ensures that each connection has

at least a minimum number of packets in the queue. FRED can be classified as one that maintains

per-connection queue lengths, but has a global threshold (MA-ST).

The Selective Drop (SD) [GOYAL97] and Fair Buffer Allocation (FBA) schemes are MA-ST

schemes proposed for the ATM UBR service category. These schemes use per-connection

accounting to maintain the current buffer utilization of each UBR Virtual Channel (VC). A fair

allocation is calculated for each VC, and during congestion (indicated when the total buffer

occupancy exceeds a threshold), if the VC's buffer occupancy exceeds its fair allocation, its
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subsequent incoming packet is dropped. Both Selective Drop and FBA improve both fairness and

efficiency of TCP over UBR. This is because cells from overloading connections are dropped in

preference to underloading ones.

The Virtual Queuing (VQ) [WU97] scheme achieves equal buffer allocation by emulating on a

single FIFO queue, a per-VC queued round-robin server. At each cell transmit time, a per-VC

variable (_'i) is decremented in a round-robin manner, and is incremented whenever a cell of that

VC is admitted in the buffer. When _'_exceeds a fixed threshold, incoming packets of the ith VC

are dropped. An enhancement called Dynamic EPD changes the above drop threshold to include

only those sessions that are sending less than their fair shares.

Since the above MA-ST schemes compare the per-connection queue lengths (or virtual variables

with equal weights) with a global threshold, they can only guarantee equal buffer occupancy (and

thus throughput) to the competing connections. These schemes do not allow for specifying a

guaranteed rate for connections or groups of connections. Moreover, in their present forms, they

cannot support packet discard levels based on tagging.

Another enhancement to VQ, called MCR scheduling [SIU97], proposes the emulation of a

weighted scheduler to provide Minimum Cell Rate (MCR) guarantees to ATM connections. In

this scheme, a per-VC, weighted variable (Wi) is updated in proportion to the VCs MCR, and

compared with a global threshold. [FENG] proposes a combination of a Packet Marking Engine

(PME) and an Enhanced RED scheme based on per-connection accounting and multiple

thresholds (MA-MT). PME+ERED is designed for the IETF's differentiated services architecture,

and can provide loose rate guarantees to connections. The PME measures per-connection

bandwidths and probabilistically marks packets if the measured bandwidths are lower than the

target bandwidths (multiple thresholds). High priority packets are marked, and low priority

packets are unmarked. The ERED mechanism is similar to RED except that the probability of

discarding marked packets is lower that that of discarding unmarked packets.

The DFBA scheme [GOYAL98b] proposed for the ATM GFR service provides MCR guarantees

for VCs carrying multiple TCP connections. DFBA maintains high and low target buffer
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occupancy levels for each VC, and performs probabilistic drop based on a VCs buffer occupancy

and its target thresholds. The scheme gives priority to CLP=0 packets over CLP= 1 packets.

A simple SA-MT scheme can be designed that implements multiple thresholds based on the

packet discard levels. When the global queue length (single accounting) exceeds the first

threshold, packets with the lowest discard level are dropped. When the queue length exceeds the

next threshold, packets from the lowest and the next discard level are dropped. This process

continues until EPD/PPD is performed on all packets.

As discussed in the previous section, for satellite-ATM networks, TCP congestion control

mechanisms have more effect on TCP throughput than ATM buffer management policies.

However, these drop policies are necessary to provide fair allocation of link capacity, to provide

differentiated services based on discard levels, and to provide minimum cell rate guarantees to

low priority VCs. The Guaranteed Frame Rate service describes in the next section makes

extensive use of the intelligent buffer management policies described here.

4. Guaranteed Frame Rate

The GFR service guarantee requires the specification of a minimum cell rate (MCR) and a

maximum frame size (MFS) for each VC. If the user sends packets (or frames) of size at most

MFS, at a rate less than the MCR, then all the packets are expected to be delivered by the

network with low loss. If the user sends packets at a rate higher than the MCR, it should still

receive at least the minimum rate. The minimum rate is guaranteed to the untagged (CLP=O)

frames of the connection. In addition, a connection sending in excess of the minimum rate should

receive a fair share of any unused network capacity. The exact specification of the fair share has

been left unspecified by the ATM Forum.

There are three basic design options that can be used by the network to provide the per-VC

minimum rate guarantees for GFR -- tagging, buffer management, and queueing:

* Tagging: Network based tagging (or policing) can be used as a means of marking non-

conforming packets before they enter the network. This form of tagging is usually performed
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when the connection enters the network. Figure 2 shows the role of network based tagging in

providing a minimum rate service in a network. Network based tagging on a per-VC level

requires some per-VC state information to be maintained by the network and increases the

complexity of the network element. Tagging can isolate conforming and non-conforming

traffic of each VC so that other rate enforcing mechanisms can use this information to

schedule the conforming traffic in preference to non-conforming traffic.

Buffer management: Buffer management is typically performed by a network element (like

a switch or a router) to control the number of packets entering its buffers. In a shared buffer

environment, where multiple VCs share common buffer space, per-VC buffer management

can control the buffer occupancies of individual VCs. Figure 2 shows the role of buffer

management in the connection path. The DFBA scheme can be used by the on-board ATM

network to provide minimum rate guarantees to GFR VCs.

Scheduling: Figure 2 illustrates the position of scheduling in providing rate guarantees.

While tagging and buffer management, control the entry of packets into a network element,

queuing strategies determine how packets are scheduled onto the next hop. FIFO queuing

cannot isolate packets from various VCs (or groups of VCs) at the egress of the queue. Per-

VC queuing, on the other hand, maintains a separate queue for each VC (or groups of VCs) in

the buffer. A scheduling mechanism can select between the queues at each scheduling time.

However, scheduling adds the cost of per-VC queuing and the service discipline. For a

simple service like GFR, this additional cost may be undesirable for an on-board switch.
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Figure 2 Buffering, Scheduling and Policing in the Network

5. ABR over Satellite

[KALYAN97] provides a comprehensive study of TCP performance over the ABR service

category. We discuss a key feature ABR called virtual source/virtual destination, and highlight its

relevance to long delay paths. Most of the discussion assumes that the switches implement a rate

based switch algorithm like ERICA+. Credit based congestion control for satellite networks has

also been suggested. However, in this paper, we focus on rate based control as specified in the

ATM standards.

In long latency satellite configurations, the feedback delay is the dominant factor (over round trip

time) in determining the maximum queue length. A feedback delay of l0 ms corresponds to

about 3670 cells of queue for TCP over ERICA, while a feedback delay 550 ms corresponds to

201850 cells. This indicates that satellite switches need to provide at least one feedback delay

worth of buffering to avoid loss on these high delay paths. A point to consider is that these large

queues should not be seen in downstream workgroup or WAN switches, because they will not
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provide so much buffering. Satellite switches can isolate downstream switches from such large

queues by implementing the virtual source/virtual destination (VS/VD) option.

End-to-end feedback

j VS/VD )_ VS/VD ) _ VS/VD )

160000

140000

120000
cells 100000

80000

60000

40000

20000

0
012345678910

Time in seconds

Queues in S (without VS/VD)

3000 f

2500

2000

celisl500 ,

 ooof:5OO
I

0 01' 345678910

Time in seconds

Queues in S (with VS/VD)

Figure 3 The VS/VD option in ATM-ABR

[GOYAL98a] has examined some basic issues in designing VS/VD feedback control

mechanisms. VS/VD can effectively isolate nodes in different VS/VD loops. As a result, the

buffer requirements of a node are bounded by the feedback delay-bandwidth product of the

upstream VS/VD loop. VS/VD helps in reducing the buffer requirements of terrestrial switches

that are connected to satellite gateways. Figure 3 illustrates a the results of a simulation

experiment showing the effect of VS/VD on the buffer requirements of the terrestrial switch S. In

the figure the link between S and end host is the bottleneck link. The feedback delay-bandwidth
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product of the satellite hop is about 16000 cells, and dominates the feedback delay-bandwidth

product of the terrestrial hop (about 3000 cells). Without VS/VD, the terrestrial switch S, that is a

bottleneck, must buffer cells of upto the feedback delay-bandwidth product of the entire control

loop (including the satellite hop). With a VS/VD loop between the satellite and the terrestrial

switch, the queue accumulation due to the satellite feedback delay is confined to the satellite

switch. The terrestrial switch only buffers cells that are accumulated due to the feedback delay of

the terrestrial link to the satellite switch.

6. Comparison of ATM Service Categories

Existing and proposed ATM standards provide several options for TCP/IP data transport over a

satellite-ATM network. The three service categories -- ABR, UBR and GFR -- and their various

implementation options present a cost-performance tradeoff for TCP/IP over ATM. A

comparison of the service categories can be based on the following factors

• Implementation Complexity

• Buffering requirements for switches and ATM end-systems

• Network bandwidth utilization

• Bandwidth allocation (fairness and MCR guarantees)

Higher complexity arises from resource allocation algorithms for Connection Admission Control

(CAC) and Usage Parameter Control (UPC), as well as from sophisticated queuing and feedback

control mechanisms. While UPC is performed at the entrance of the ATM network to control the

rate of packets entering the network, CAC is performed during connection establishment by each

network element. UBR is the least complex service category because it does not require any CAC

or UPC. Typical UBR switches are expected to have a single queue for all UBR VCs. Buffer

management in switches can vary from a simple tail drop to the more complex per-VC

accounting based algorithms such as FBA. An MCR guarantee to the UBR service would require

a scheduling algorithm that prevents the starvation of the UBR queue. The GFR service could be

implemented by either a single queue using a DFBA like mechanism, or per-VC queues and

scheduling. The ABR service can be implemented with a single ABR queue in the switch. The
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VS/VD option requires the use of per-VC queuing and increases the implementation complexity

of ABR. The CAC requirements for GFR and ABR are similar. However, the tagging option,

CLP conformance and MFS conformance tests in GFR add complexity to the UPC function.

The additional complexity for ABR feedback control presents a tradeoff with ABR buffer

requirements. Network buffering is lower for ABR than for UBR or GFR. In addition, ABR has

controlled buffer requirements that depend on the bandwidth-delay product of the ABR feedback

loop. At the edge of the ATM network, network feedback can provide information for buffer

dimensioning. Large buffers in edge routers can be used when the ABR network is temporarily

congested. In the case of UBR and GFR, edge devices do not have network congestion

information, and simply send the data into the ATM network as fast as they can. As a result,

extra buffers at the edge of the network do not help for UBR or GFR. This is an important

consideration for large delay bandwidth satellite networks. With ABR, satellite gateways (routers

at the edges of a satellite-ATM network) can buffer large amounts of data, while the buffer

requirements of the on-board ATM switches can be minimized. The buffer requirements with

UBR/GFR are reversed for the gateways and on-board switches.

The ABR service can make effective use of available network capacity by providing feedback to

the sources. Edge devices with buffered data can fill up the bandwidth within one feedback cycle

of the bandwidth becoming available. This feedback cycle is large for satellite networks. With

UBR and GFR, available bandwidth can be immediately filled up by edge devices that buffer

data. However, the edge devices have no control on the sending rate, and data is likely to be

dropped during congestion. This data must be retransmitted by TCP, and can result in inefficient

use of the satellite capacity.

In addition to efficient network utilization, a satellite-ATM network must also fairly allocate

network bandwidth to the competing VCs. While vanilla UBR has no mechanism for fair

bandwidth allocation, UBR or GFR with buffer management can provide per-VC fairness. ABR

provides fairness by per-VC rate allocation. A typical satellite ATM network will carry multiple

TCP connections over a single VC. In ABR, most losses are in the routers at the edges of the

network, and there routers can perform fair buffer management to ensure IP level fairness. In

UBR and GFR on the other hand, most losses due to congestion are in the satellite-ATM
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network, where there is no knowledge of the individual IP flows. In this case, fairness can only

be provided at the VC level.

7. Concluding Remarks

Several issues arise in optimizing the performance of TCP when ATM is deployed over satellite

links. This paper emphasizes that both TCP mechanisms as well as ATM mechanisms should be

used to improve TCP performance over long-delay ATM networks. ATM technology provides at

least 3 service categories for data: UBR, ABR, and GFR. Each of these categories can be

improved by a number of mechanisms including:

• UBR with intelligent buffer management,

• UBR with guaranteed rate,

• ABR with network feedback,

• ABR with virtual source/virtual destination (VS/VD),

In addition, TCP provides several congestion control mechanisms including:

• Vanilla TCP with slow start and congestion avoidance,

• TCP Reno with fast retransmit and recovery,

• TCP New Reno

• TCP with selective acknowledgements (SACK)

It has been shown that vanilla TCP over the UBR service category achieves low throughput and

high unfairness over satellite networks. This is because during packet loss, TCP loses time

waiting for its coarse granularity retransmission timeout. In the presence of bursty packet losses,

fast retransmit and recovery (FRR) (without SACK) further hurts TCP performance over UBR

for long delay-bandwidth product networks.

Frame level discard policies such as EPD improve the throughput significantly over cell-level

discard policies. However, the fairness is not guaranteed unless intelligent buffer management

using per-VC accounting is used. Throughput increases further with more aggressive New Reno

and SACK. SACK gives the best performance in terms of throughput. It has been found that for

long delay paths, the throughput improvement due to SACK is more than that from discard
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policies and buffer management. Using guaranteed rates (GR or GFR) helps in the presence of a

high load of higher priority traffic such as Constant Bit Rate (CBR) or Variable Bit Rate (VBR)

traffic.

For TCP over ABR, virtual source/virtual destination (VS/VD) can be used to isolate long-delay

segments from terrestrial segments. This helps in efficiently sizing buffers in routers and ATM

switches. As a result, terrestrial switches only need to have buffers proportional to the

bandwidth-delay products of the terrestrial segment of the TCP path. Switches connected to the

satellite VS/VD loops must have buffers proportional to the satellite delay-bandwidth products.
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Abstract: h_ this paper we present tehniques to to improve the performance TCP/IP over satellite-

ATM networks, and to provide minimum rate guarantees to VCs carryin 9 TCP/IP traffic. Many

future systems are p_vposing to use ATM or ATM like technology to transport TCP/IP based data.

These systems must be designed to support best effort services, as well as enhanced services that

provide minimum rate guarantees to TCP/IP traffic. In this paper we study four main issues. First,

we discuss tehniques for optimizing TCP performance over .satellite networks usin 9 the Unspecified

Bit Rate (UBR) service. We then demonstrate that high priority background traffic can degrade

TCP performance over UBR, and we discuss the use of rate guarantees to improve performance.

We design a full factorial experiment to assess the buffer requirements for TCP over satellite-ATM

networks. Finally, we discuss the use of the Guaranteed Frame Rate (GFR) service category to

provide minimum rate guarantees to VCs earryin 9 TCP/IP traffic. We propose the Differential

Fair Buffer Allocation (DFBA) scheme for buffer management that pTvvides GFR guarantees to

TCP/IP traJfie over .satellite latencies. We use full factorial experimental design with. various

latencies, buffer sizes, and TCP types for our simulations.
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1 Introduction

The TCP over Satellite (TCPSAT) working group in tile IETF has designed mectlanisms for trans-

porting TCP over satellite networks. The group has focussed its efforts oil modifying the TCP

t)rotocol so that its perforn_ance over satellite links is improved. While TCP based enhancenmnts

(lo imt)rove satellite network performance, network based techniques should also t)e used to opti-

mize performaIlce of TCP over satellite networks. The research on TCP is also geared towards a

I)est effort servi(:e framework. Recent developments in broadband communications have i)romoted

tim design of multiserviee network architectures. The implenlentation of such ar(:hitectures requires

network based mechanisms that support QoS guarantees. Moreover. network based traffic man-

agement is required to provide basic service guarantees in a multiservice network. The increasing

('al)at)ilities of on-board switching and processing architectures have enabled the implementation of

relatively complex traffic nmnagement mechanisnls in the network.

More than 50_Z_ of the planned Ka-band satellite systems propose to use oil-board ATM or ATM

like, fast packet switchillg [13]. ATM based on board switching and processing provide a new

set of techniques for traffic management in satellite networks. For satellite systems that do not

t)erform on-l)oard processing, packet switching ground stations can use intelligent techniques for

(:ongestion avoidance and improving end-to-end performance. While some of these mechanisms

improve perforlnance, they also increase the complexity and hence the cost of designing the network

elelnents. The satellite network architect is faced with the comI)lex decision of designing and

det)loying earth terminals and on-board switches for optimizing the cost-performance tradeoff.

In this paper, we study the techniques for traffic maimgement in satellite networks for TCP/IP

transport. The main goals are to optimize TCP l)erformance over satellite, and to enable the

provision of basic service guarantees in the form of guaranteed throughput to TCP data. We

(tiscuss these techniques within the framework of ATM te,chnology being deployed over satellite

(satellite-ATM networks). However, the general me(:hanisnis and pexformance results discussed

in this paper are equally applicable to any packet switched satellite network. We discuss TCP

t)ased enhancements and propose network based ATM mechanisms. We present sinmlations for
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the variousTCP andATM enhancements,anddiscussperformanceresultsfor theseexperiments.

Basedon theexi>erimentalresultsand analysis,weprovideguidelinesfor designingsatellite-ATM

networkarchitecturesthat canefficientlytransl)ortTCP/IP data.

Thepaperdoesnot proposeanynewTCP enhancements,but analyzesthe t)erformanceof existing

andproposedTCP mechanismsincludingVanillaTCP (with slowstart andcongestionavoi<tance)

TCP Reno(with fastretransmitandrecovery),andTCP SACK(withselectiveacknowledgements).

A performanceanalysisof TCPNewRenoispresentedin [14].In thispaper,wepresenttechniques

fi)r l>uffermanagement,andthroughputguaranteesusingATM that improveTCP throughput,and

areusedto providerate guaranteesoversatellite-ATMnetworks.The simulationandanalysisare

performedfor varioussatellitelatenciescoveringmultihopLEO, and GEO systems.The results

showthat the designconsiderationsfor satellitenetworksarediffereutthan thosefor terrestrial

networks,not only with respectto TCP, but alsofor the network. Severa|recentpapershave

analyzedvariousTCP policiesoversatellitelatencies.Thesehavet)eenlistedin [18].Theemphasis

on networkdesignissuesfor traffic managementand basicserviceguaranteesfor TCP/IP over

satellite-ATMis the uniquecontrilmtionof this research.

2 Problem Statement: TCP over Satellite-ATM

There are three ATM service categories that are primarily designed for best effbrt data trail:i<:.

These are:

Unspecified Bit Rate (UBR): UBR is a best effort service category that provides no guaran-

tees to the user. Past results have sh<)wn that TCP performs poorly over UBR. Two main

reasons for the poor performance are the coarse grained TCP transmission timeout and TCP

synchronization [15]. The t)erformance of TCP over UBR (:an t)e enhanced by intelligent drop

policies in the network. These drop policies include Early Packet Discard (EPD), Random

Early Discard (RED), Selective Drop (SD) and Fair Buffer Alh)cation (FBA). These are dis-

cussed in [16]. Providing minimum rate guarantees to the UBR service category has also

t>een suggested as a means for improving TCP performance over UBR. In this t)aper, we will

NASA/CR-- 1999-209158 3



analyzethe UBR enhancementsfor TCP oversatellite. Tile enhancedversionof UBR has

been infornially termed UBR+.

Guaranteed Frame Rate (GFR): GFR is a frame based service that provides a Minimum Cell

Rate (MCR) guarantee to VCs. In addition to MCR, GFR also provides a fair share of any

unused network capacity. Several implementation options exist for GFR, including, network

polMng, per-VC scheduling, and intelligent buffer management. In this paper we show how

to implement the GFR service using a buffer management algorithm called Differential Fair

Buffer Allocation (DFBA). We discuss the performance of DFBA for TCP over satellite-ATM

networks.

Availabl(: Bit Rate (ABR): The ABR service provides an MCR guarantee to the VCs, and

a fair share of any mmsed capacity. ABR is different from GFR in several ways, but the

most imt)ortant is that ABR uses a rate based closed loop feedback control mechanism for

congestion control. ABR also the feedback control to be end-to-end, or t)e l)rokcn into several

hops using the virtual source/virtual destination option (VS/VD). A complete des(:ription

an(l analysis of ABR and VS/VD is presented in [17]. In in this paper, we focus on TCP

performance over UBR and GFR services.

The design of a multiservice satellite network present several architectural oi)tions for the ATM

network component. These include the choice of the various ATM service categories and their

implementations. We study the following design options for a satellite-ATM network supt)orting

efficient services to transport TCP data:

UBR with tail drop or frame based discard like EPD. Among frame t)a.sed discard policies,

the Early Packet Discard [10] policy is widely used [24]. The Early Packet Discard maintains

a threshohl R, in the switch buffer. When the buffer occupancy exceeds R, then all new

incoming packets are dropt)ed. Partially received packets are accepted if possible. It has been

shown [16] that for terrestrial networks, EPD improves the efficiency of TCP over UBR but

does not improve fairness. We will examine the effect on EPD on satellite latencies.
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UBR with intelligent buffer management. The Selective Drop scheme is an example of an

intelligent buffer management schenm. This scheme uses per-VC accounting to maintain the,

current buffer utilization of each UBR VC. A fair allocation is calculated for each VC, and

if the VC's I)uffer occupancy exceeds its ihir allocation, its subs(;quent incoming packet is

dropped. The scheme maintains a threshold R, as a fra(:tion of the I)uffer cai)acity K. When

the total 1)uffer occut)ancy exceeds R×K, new packets arc drot)l)ed det)ending on the VCi's

buffer occut)an(:y (}}). In til(; Selective Drop sch(',me, a VC's entire packet is (lropped if

(X > R) AND (}} × N_/X > Z)

where N_ is the munber of active VCs (VCs with at least one cell the buffer), and Z is another

threshold parameter (0 <: Z <_ 1) used to scale the effective tlro t) threshold. In terrestrial

networks, SD has been shown to improve the fairness of TCP (:ommctions running over UBR

[16]. However, the effect of SD over satellite network has not I)e, en studied.

UBR with guaranteed rate,, allocation. A multiservice satellite network will transport higher

priority variable bit rate traffic along with UBR traffic. The effect of higher priority traffic on

TCP over UBR has not been studied t)efore. Our simulations will show that higher priority

traffic can degrade TCP performance in some cases. The results will also show, how rate

guarantees to UBR can improve TCP performan(:e in the presence of higher priority traffic.

GFR with. buff_r management, policing or schedulin.q. The GFR servi(:e enables the support

of mininmm rate guarantees to data traffic, and can be used to provide basic mininmnl rate

services to data traffic. Currently very few suggested implenmntations of the GFR. service

exist. Sami)le implementations can use a comt)ination of poli(:ing, 1)uffer maimgement and

scheduling in the network. We will descrit)e a t)uffer management schenle ('allied Differential

Buffer Management (DFBA) scheme that can be used to iml)lement the GFR service.

In addition to the network based ot)tions, there are four TCP congestion ('ontrol techniques that

are of interest in performance analysis over satellite links [18]:

Slow start and congestion avoidance (TCP Vanilla)
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Fast retransmit and recovery (TCP Reno)

TCP New Reno

Selective acknowledgements (TCP SACK)

Vanilla and Reno TCP are standard mechanisms that are widely deployed in TCP stacks. TCP

New Reno and SACK have recently been proposed as performance enhancements to TCP conges-

tion control, and are being incorporated in TCP implementations. Several studies have reported

performance results of the above TCP ot)tions over satellite latencies [18]. However, these studies

have tbcusse(t only on TCP mechanislns, and have not coIlsidered intelligent network based traffic

management and guaranteed rate policies. Also, the studies are all performed using a best effort

service fl'amework. Future t)roadband satellite networks must support the multiservice IP frame-

work being adopted for terrestrial networks. Satellite networks usn an ATM based cell transt)ort

must use network based techniques to provide the service guarantees required for a multiservice

network.

In this I)al)er. we a(ldress the following coml)onents of optilnizing TCP perfbrmance over Satellite-

ATM networks:

Part 1 (Optimizing the performance of TCP over satellite-UBR) We study the performance

o] TCP vanilla. TCP Reno, and TCP SACK, with buffer management policies within a best effort

framework.

Part 2 (Effect of higher priority trafl:ic on TCP.) We show how the performance of TCP de-

grades in the presence of higher priority traffic sharing the link. We also describe the use of guar-

anteed _ute to impTvve TCP/UBR performance in the presence o/ higher priority tra]fic.

Part 3 (Buffer requirements for TCP over satellite-UBR.) We present simulation results

to calculate the optimal buffer size_ for a large number of TCP sources over satellites.

Part 4 (Performance of GFR over satellite.) We describe the GFR service category, and pro-

pose the DFBA scheme that uses a FIFO buffer and p_vvides per-VC minimum rate guarantees to
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TCP traffic.

2.1 Performance Metrics

When ATM networks carry TCP/IP data, the end-to-end perfi)rmance is measured at the TCP

layer in the form of TCP throughput. To measurc network performance,, the throughputs of all

TCPs passing through the bottleneck link are added, and expressed as a fraction of the total

capacity of the bottleneck link, This is called the efficiency of the network. We now define this

formally.

Let N TCP source-destination pairs send data over a network with t)ottleneck link capacity R

bits/see. Let xi 1)e the observed throughlmt of the ith TCP source (0 < i < N). Let C be the

maximum TCP throughput a(:hieval)le on the link. Let E 1)e tile effi(:iency of the network.

Definition 1 (Efficiency, E) The EJficiency of the network is the, ratio of the sum of the actual

TCP th_vughputs to the maximum possible throughput achievable at the TCP layer.

C) -
C

The TCP throughputs xi's are measured at the destination TCP layers. Throughput is defined as

the total numl)er of bytes delivered to the destination application (excluding retransmission and

losses) divided by the total connection time. This definition is consistent with the definition of

goodput in [23]

The maximum possible. TCP throughput C is tile throughput attainable by the TCP layer running

over an ATM network with link capacity R. For example consider TCP over UBR on a 155.52

Mbt)s link (149.7 Mbps after SONET ovexhea(t), with a 918(} byte byte TCP MSS. For 9180 bytes

of data, the ATM layer receives 9180 bytes of data + 20 bytes of TCP header + 20 bytes of IP

header + 8 t)ytes of LLC header + 8 bytes of AAL5 trailer. These are padded to produce 193 ATM

cells. Thus, each TCP segment results in 10229 bytes at the ATM Layer. From this, the maximum

possible throughput = 9180/10229 = 89.7% = 135 Mbl)s approximately. It, should be noted that
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ATM layer throughput does not necessarily correspond to TCP level throughI)ut, because some

bandwidth may be wasted during TCP retransmissions.

In addition to providing high overall throughput, the network must also allocate throughput fairly

among competing connections. Tile definition of fairness is determined by the particular service

guarantees. For example, although UBR makes not service guarantees, fairness for TCP over UBR

can be defined as the ability for UBR to provide equal throughput to all greedy TCP connections.

In ABR and GFR, fairness is determined ability to meet the MCR guarantee, and to share the

e,xcess cat)acity in some reasonable fa_shion. We mea,sure fairness using tile Fairness Index F.

Definition 2 (Fairness Index, F) The Fairness Index is a function of the variability of the

thro'ughp'ut across thc TCP connections dcfined a,s'

.... , =
(V"I=N ,:/, /(2 _2A...i=l ',i/ _i/

N × i=1 (:Ui/(2i_-_i=N )2

where xi = observed throughput of the ith TCP connection (0 < i <_ N),

and ei = expected throughput or fair ,share for connection i.

For a symmetri(:al configuration using TCP over UBR, ei can be defined as an equal share of tile

1)ottleneck link capacity (ei = C/N). Thus, the fairness index metric applies well to N-source

synnnetrical configurations. In this case, note that when xl -- x2 ..... xT_ then fairness index

= 1. Also. low values of the fairness index represent poor fairness among the connections. The

desired values of the fairness index must be close to 1. We consider a fairness index of 0.99 to be

near perfi_ct. A fairness index of 0.9 may or may not 1)e acceptable depending on the appli(:ation

and the number of sources involved. Also note that the fairness index may not be a good metric for

a small number of connections. Details on the fairness metric can I)e fi)und in [19]. This fairness

index ha_s [)een used in several studies including [23]. In general, for a more complex configuration,

the vahle of ei can l)e derived from a rigorous tbrmulation of a fairness definition that provides

max-rain fairness to the commotions.

Due to space constraints, in this pal)er, we do not present extensive fairness results, but provide

brief discussions of fairness when apt)rot)riate. In [14], we provide more comprehensive fairness
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results, and show that with sufficient buffers and a large number of TCP sources, good fairness

values are achieved over UBR.

3 TCP over UBR+

Since TCP congestion control is inherently limited by tile round trip time, hmg delay paths have

significant effects Oll the pertbrmance of TCP over ATM. A large delay-bandwidth link nmst bc

utilized efficiently to be cost effcctiw',. In this section, we first present performance results results

of TCP ow_r UBR and its enhancements, with satellite delays.

3.1 Performance Results for Satellite Delays

All sinmlations use the N source configurations shown in Figure 1. All sources are identical and

persistent TCP sources i.e., the sources always send a segment a._ hmg as it is permitted by the TCP

window. Moreover, traffic is unidirectional so that only the sources send data. The. destinations

only send ACKs. The delayed acknowledgment timer is deactivated, i.e., the receiver sends an

ACK as soon as it receives a segment. Each TCP is transported over a single VC. This enables

the switch to t)erform per-TCP control using pcr-VC control (Sclcctiw_ Drop). When nmltiple

TCPs are aggregrated over a single VC, per-TCP ace(ranting eamlot be performed, and the buffer

management within a single VC becomes equivalent to EPD or RED. Aggregrated TCP VCs arc

filrther discussed in section 6.

W_ consider the following factors while performing our experiments

TCP mechanism. TCP Vanilla, Reno and SACK as described in section 2.

Round Trip Latency: GEO (550 ms) and LEO (,70 ms). Our primary aim is to study the

performancc of large latency connections. The typical one-way latency from earth station to

earth station for a single LEO (70(} km altitude, 60 degree elevation anglc) hop is about 5

ms [20]. The onc-way latencies for lnultiple LEO hops can easily be up to 50 ms from earth

station to earth station. GEO one-way lateneies are typically 275 ms fi'Oln earth station to

earth station. For GEO's, the link betwecn the two switches in Figure 1 is a satellite link
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with a one-way propagation delay of 275 ms. The links between tile TCP sources and the

switches are 1 km long. This results ill a round trip propagation delay of about. 550 ms. The

LEO configuration is modeled as a an access uplink to tile on board satellite switch, one or

more intersatellite hot)s, and a downlink to the earth terminal. For the set of simulations

presented in this section, a single intersatellite link is used, and each link has a t)ropagation

(May of 5 ms, resulting in an end to end round trip time of 30 Ins.

Switch Buffer Size. The buffer sizes used in the switch are 200,000 (:ells and 600,000 (:ells for

GEO and 12,00i) and 36,000 cells for LEO. These buffer sizes reflect aproximate bandwidth-

delay equivalents of 1 RTT and 3 RTTs respectively. Similar buffer sizes have been used in

[26] for studying TCP performance over ABR, and it is interesting to ,assess the perfornlance

of UBR in such situations. The relation between buffer sizes and round trip times is further

ext)h)red in 5.

Switch discard policy. We use two discard t)olicies, Early Packet Discard (EPD) and Selective

Drop (SD) as (h'scribe(t ill section 2.

Higher p'riority ero.s.s' traffic and guaranteed _utes. We introduce tim effects of cross traffic in

section 4.

' " km

Figure 1: The N source TCP configuration

We first t)resent the results for LEO and GEO systems with the following parameters:

• The llunlber of sources (N) is set to 5. Ill general, the typical mmll)er of simultaneous sources

might I)e active, but our simulations give a good representation of the ability of tile TCPs to

recover during congestion. In section 5 we further exten(t these results to a large nmuber of
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Table1: TCP overSatellite(UBR):Efficiency

TCP Buffer Efficiency(LEO) Efficiency(GEO)
Type Size EPD SD EPD SD

SACK 1RTT 0.90 0.88 0.6 0.72
SACK 3RTT 0.97 0.99 (1.99 0.99
Reno 1RTT 0.79 0.8 0.12 0.12
Reno 3RTT 0.75 0.77 0.19 0.22

Vanilla 1RTT 0.9 0.9 0.73 0.73
Vanilla 3RTT 0.81 0.81 0.81 0.82

sources.

• Cells from all TCP sources share a single FIFO queue in the each outgoing link.The FIFO

is scheduled according to link availability based on the data rate. In these experiments, no

other traffic: is present in the network. Cross traffic: is introduced in the next section.

• The maximum value of the TCP receiver window is 8_704,000 bytes for GEO and 600,000

bytes for LEO (the window scale factor is used). These window size are sufficient to fill the

155.52 Mbps pipe.

• The TCP maximum segment size is 9180 bytes. A large value is used because most TCP

connections over ATM with satellite delays are expected to use large segment sizes.

• The duration of simulation is 40 seconds. This is enough time for the simulations to reach

steady state.

• All link bandwidths are 155.52 Mbps.

• The effects of channel access such as DAMA are ignored in our sinmlations. This simplifies

the analysis, and focuses on the properties of I)uffer management and end-system policies.

Table 1 shows the efficiency values for TCP over UBR with 5 TCP sources. The table lists the

efficiency values for three TCP types, 2 buffer sizes, 2 drop policies and the 2 round trip times.

Several conclusions can be made from the table:

Conclusion 1 (Performance of SACK) For long delays, selecti'vc acknowledgments sigT_ificantly
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imp_vve the performance of TCP over UBR. For sufficient buffers, tile efficiency values are typically

higher for SACK than for Reno and vanilla TCP. This is because SACK often prevents the nee.d

fi)r a timeout and can recover quickly from multiple packet losses. Under severe congestion, SACK

can perform worse than Vanilla. This is because under severe congestion, retransmitted l)aekets

can t)e dropped, and the SACK sender experiences a timeout. As a result, all SACK information

is reneged and the sender starts with a congestion window of 1. The lower efficiency is due to the

bandwidth wasted in the aggressive fast retransmission due to SACK. Reduce(l SACK performance

under severe congestion has also been reported in [14].

Conclusion 2 (Performance of fast retransmit and recovery) As delay increases, fast re-

transmit and recovery i.s'detrimental to the peTformance of TCP. The efficiency numbers for Reno

TCP in tai)le 1 are umch lower than those of either SACK or Vanilla TCP. This is a well known

prol)lem with the fast retransmit and recovery algorithms in the presence of I)ursty packet loss.

When multiple l)a(:kets are lost during a single round trip time (the same window), TCP Reno re-

(lu(:es its window by half for each lost packet. The reduced window size is not large enough to send

new packets that trigger duplicate acks, resulting in a timeout. The timeout occurs at a very low

window (because of nmltiple decreases during fast recovery), and the congestion avoidance phase

triggers at a low window. For large RTT, the increa.se in window during congestiol_ avoidance is

very inefficient, and results in much capacity being unused. For a large number of TCPs, the. total

throught)ut is greater, but this reflects a worst case scenario and highlights the inneficiency of the

congestion avoidance phase for large round trip tinles. Vanilla TCP performs better, because the

first packet loss triggers a timeout when the window is relatively large. The ensuing slow start

pha_se quickly t)rings the window to half its original value ])efore congestion avoidan(:e sets in.

Conclusion 3 (Performance of buffer management) The effect of intelligent buffer manage-

ment policies studied above is not significant in satellite networks. It has been shown that both

EPD and Selective Drop improve the performance of TCP ow_r UBR for terrestrial networks [16].

However, in these experiments, intelligent drop policies have little effect on the performan(:e of

TCP ow_.r UBR. The primary reason is that in our simulations, we have used adequate buffer sizes

NASA/CR-- 1999-209158 12



for high peribrmance. Drol) policies play a more significant role in improving performance in cases

where buffers are a limited resource. These findings are filrther corroborated t_r WWW traffic by

[14].

4 Effect of Higher Priority Traffic

In the presence of higher priority traffic sharing the satellite link, UBR traffic (:all 1)e temt)orarily

starved. This may have adverse, effects on TCP del)ending on tile t)andwidth all(t duration of the

higher priority traffic. Providing a guaranteed rate to UBR traffic has I)een suggested as a possible

solution to prevent bandwidth starvation. The rate guarantee is provided to the entire UBR service

category. Per-VC guarantees to UBR are not t)rovided in this architecture. Such a minimum rate

guarantee can be iinplemented using a siml)le scheduling mechanism like weighted round robin or

weighted fair queuing.

To demonstrate the e,ffect of VBtl, on TCP over UBR, we simulated a five source configuration

with a 30 ms round trip time. An additional varial)le bit rate (VBR) source-destination pair was

introduced in the configuration. Tile VBR traffic followed the same, route as the TCP traffic, except

that it was put into a separate queue at tile output port in each traveresed switch. The VBR queue

was given strict priority over the UBR queue, i.e., the UBR queue was serviced only if the VBR

queue was empty. The VBR source behaved as an on-off source sending data at a constant rate

during the on I)eriod, and not sending any data during the off t)erio(t. On-off I)ackground sources

have been used in several studies for TCP over UBR and ABR [26]. Three different VBR on/off

periods were simulated 300ms, lOOms and 50ms. In ea(:h case, the on times were equal to the off

times and, during the on periods, the VBR usage was 100% of the link capacity. The overall VBR

usage was thus 50% of the link capacity.

Tile effect of UBR starvation is seen in table 2. The table shows tile efficiency in the presence of

VBR traffic. Note that in calculating efficiency, the bandwidth used by the VBR source is taken

into ac(:oulit. From the table we can see that longer VBR bursts (for the same average VBR usage

of 50%) result in lower throughput for TCP over UBR. At 300 ms on-off times, the efficiency values
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Table2: LEO:SACKTCP with VBR (strict priority) : Efficiency

Buffer VBR period Efficiency
(cells) (ms) EPD SD

12{}00 300 0.43 0.61

36000 300 0.52 0.96

12000 100 0.58 0.70

36000 100 0.97 0.97

12000 50 0.65 0.73

36000 50 0.98 0.98

were very low, even for large buffer sizes. The reason for low throughput was TCP timeout due

to starvation. When no TCP packets were sent tbr periods longer than the TCP RTO value, the

source TCP times out and enters slow start. For large buffer sizes, the efficiency was better, because

the t)a(:kets were all queue(t during starvation.

We also t)erformed simulations with the GEO configuration in the presence of VBR. The corre-

Sl)onding efficiencies for SACK TCP over GEO were much higher than those fi)r LEO. The results

(in table 7 in the appendix) show that SACK TCP over GEO achieves near optimal throughput

even in the t)resellCe of bursty VBR traffic. The performance of Reno TCP was poor, and that

corrot)orates the poor performance of Reno without the VBR sources. Longer periods of starvation

(nm(:h more than the round trip times) do reduce throughput even in GEOs, but such starvation

periods are unrealistic in high bandwidth links. Starvation due to satellite link outages can be of

this duration, but this problem cammt be solved by providing rate guarantees, and its study is

t)eyond the scope of this work.

To improve the performance of TCP over LEO delays, we have proposed tim use of Guaranteed

Rate (GR) for the UBR service category. Guaranteed Rate provides a minimum rate guarantee to

the entire UBR service category. UBR cells are queued onto a single FIFO queue. The guarantee

is provided using a service discipline like weighted round robin that reserves a least a minimum

fi'action of the link capacity for the UBR queue.

Figures 2,3,4, and 5 show the key results on effect of a minimum rate guarantee to UBR in the
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Figure 2: LEO: Guaranteed Rate vs TCP

presence of high priority Variable Bit Rate (VBR) traffic; (Table 6 ill tile appendix lists the complete

results in the figures). The VBI/traffic is modeled as a simt)le on-off model with all on-off period

of 300ms. The table shows tile values of efficiency for 5 and 15 TCP sources and a single VBR

source running over a satellite network.

The following parameter values were used |br this experment:

• Number of Sources: 5 and 15.

• Buffer size: 1RTT and 3RTT (delay-bandwidth product).

• TCP version: Vanilla, Reno and SACK.

• Switch Drop Policy: Selective Drop and Early Packet Discard.

• Guaranteed Rate: 0%, 10% and 50% of the total link capacity.

• Round trip latency: 30 ms (LEO) and 550 ms (GEO)

Ill this experiment, we are mainly interested in the effects of TCP, Guaranteed Rate and t)uffer

size. Also, preliminary analysis from the table has shown that the switch drop polices do not have

a significant effect (m perforinanee. The relative change in efficiencies due to changes in the mnnl)er

of sources is also not significant. Tile key factors whose effects on efficiency are under study are

Guaranteed Rate, buffer size and TCP version.
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Figure 3: LEO: Guaranteed Rate vs Buffer Size

Figure 2 shows the relative effects of GR and TCP mechanisms on tile efficiency for 30 ms RTT.

Each point in the figure ret)resents the efficiency value averaged over all the other factors above

(Number of sources, Buliiw Size and Switch Drop Policy). The figure illustrates that in the presence

of high l)riority traffic, the effect of TCP for smaller round trip times is largely inconsequential.

The key (ietermillant is tim amount of constant I)andwidth allocated to the TCP traffic. The figure

shows that even a 10% l)all(twidth reservation can increase the overall throughput by at)out 25%.

Figure 3 shows the relative effects of GR and buffer size mechanisms on LEO efficiency. Each point

in the figure represents the (;fficiency value averaged over all the other factors (Number of sources,

drop policy, TCP mechanism). The figure shows that a 10% GR allocation increases the efficiency

I)y about 20%. A larger buffer size (36k cells) along with 10% GR can provide high efficiency.

Figures 4, and 5 illustrate the corresponding results for GEO delays. Both figures show that the

effect of GR. and t)uffer are incsignificant relative to the effect of TCP. Reno performs very poorly,

while SACK perfi)rms the best.

The following conclusiolls can be drawn from the ext)eriments so far:

Conclusion 4 (End system policies vs drop policies) For longer delays, end system policies

are more important than network based drop policies. For short delays, drop policies have some
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Figure 4: GEO: Guaranteed Rate vs TCP

effect. For long delays, TCP SACK provides the best t)erfornlance among all TCP mectlanisnls

studied.

Conclusion 5 (Guaranteed rates vs end system policies) Guaranteed rate helps in the pres-

ence of high, priority VBR traffic. The effect of guaranteed rate is more significant for shorter delays

(LEO). For longer (GEO) delays, TCP SACK is the most important factor.

In the remainder of the paper, we will present results using TCP SACK. Although SACK is currently

not widely deployed, it is quickly becoming the protocol of choice in many new implementations.

Moreover, several satellite systems are considering the use of Performance Enhancing Proxies (PEP)

[25] over the satellite segment. These proxies will invariably use SACK (or an improvement) on the

satellite link, and it is interesting to assess performance using SACK as the desired TCP behavior.

5 Buffer Requirements for TCP over UBR

Our results have shown that snmll switch troffer sizes can result low TCP throughtmt over UBR..

It is also clear, that the buffer requirements increase with increasing delay-bandwidth product of

the connections (provided the TCP window can fill up the pipe). Howew_,r, the studies haw', not

quantitatively analyzed the effect of buffer sizes on performance. As a result, it is not clear how
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Figure 5: GEO: Guaranteed Rate vs Buffer Size

the increase in buffers affects throughput, and what buffer sizes provide the best cost-performance

benefits for TCP/IP over UBR. Ill this section, we present simulation experiments to assess the

Imffer requirements fi)r various satellite delay-bandwidth products for TCP/IP over UBR.
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Figure 6: Buffer requirements for single hop LEO

5.1 Parameters

We study the effects of the following t)arameters:

NASA/CR-- 1999-209158 18



4. I , _,

o

12Dk

Figure 7: Buffer i'equirenlents for multiple hop LEO

Round trip latency. In addition GEO (550 ms round trip) and LEO (30 ms round trip), we

also study a multi-hop LEO with an intersatellite one way delay of 50 ins. This results in a

round trip time of 120 ms.

Number of sources. To ensure that the results are scalable and general with respect to the

number of connections, we will use configurations with 5, 15 and 50 TCP (:onnections on a

single bottleneck link. For the single hop LEO configuration, we use 15, 50 and 100 sources.

Buffer size. This is tim most important parameter of this study. The set of values chosen

are 2 -k x Round Trip Time (RTT), k = -1..6, (i.e., 2, 1, 0.5, 0.25, 0.125, 0.0625, 0.031, 0.016

multiples of the r(mnd trip delay-bandwidth I)roduct of the TCP connections.)

The buffer sizes (in (:ells) used in the switch are the following:

• LEO (30 ms): 375, 750, 1500, 3 K, 6 K, 12 K (=1 RTT), 24 K and 36 K.

Multiple LEO (120 ms): 780, 1560, 3125, 6250, 12.5 K, 50 K (=1 RTT), and 100 K.

• GEO (550 re,s): 3375, 6750, 12500, 25 K, 50 K, 100 K, 200 K (=1 RTT), and 400 K.

Switch drop policy. We use the per-VC t)uffer allocation poli('y, Selective Dro I) (see [16]) to

fairly allocate switch buffers to the comt)eting connections.
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Figure 8: Buffer requirenmnts for GEO

End system policies. We use SACK TCP for this study. Further details about our SACK

TCP implenmntation can be found in [6].

The maximum value of tile TCP receiver window ix 600000 bytes, 2500000 bytes and 8704000 bytes

for single hop LEO, multi-hop LEO and GEO respectively. These window sizes are sufficient to fill

the 155.52 Mbps links. The TCP maximum segment size is 9180 bytes. The duration of simulation

is 100 seconds fbr multi-hop LEO and GEO and 20 secs for single hop LEO configuration. These

are enough fi)r the simulations to reach steady state. All link bandwidths are 155.52 Mbps, and

peak cell rate at the ATM layer is 149.7 Mbps after the SONET overhead.

We plot the burlier size against the achieved TCP throughput for diflbrent delay-bandwidth products

and numl)er of sources. The asymptotic nature of this grat)h provides information about the ol)timal

1)uffer size for the best cost-t)erformance ratio.

5.2 Simulation Results

Figures 6, 7 and 8 show tile resulting TCP efficiencies for the 3 different laten(:ies. Each point

in tim figure shows the efficiency (total achieved TCP throughput divided by maximum t)ossible

throughtmt) against the l)uffer size used. Each figure plots a different latency, and each set of points

(connected by a line) in a figure ret)resents a particular value of N (the number of sources).
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For very small buffer sizes, (0.016xRTT, 0.031 xRTT, 0.0625xRTT), the resulting TCP throughput

is very low. In fact, for a large number of sources (N=50) , the throughput is sometimes (:lose to

zero. For moderate buffer sizes (less then 1 round trip delay-bandwidth), TCP throughput increa_ses

with increasing buffer sizes. TCP throughput asymptotically approaches the maximal value with

fixrther increase in buffer sizes. TCP performance, over UBR for sufficiently large buffer sizes is

scalable with respect to the number of TCP sources. The throughput is never 100%, but for troffers

greater than 0.5xRTT, the average TCP throughput is over 98% irresl)eetiw_ of the number of

sources. Fairness (not shown here) is high for a large nmnber of sources. This shows that TCP

sources with a good per-VC troffer allocation policy like selectiw; drop, can effectively share the

link bandwidth.

The knee of tim buffer w_rsus throughput graph is Inore t)rosiounced fi)r larger number of sources. For

a large numl)er of sources, TCP performance is very poor for small buffers, but jumps dramatically

with sufficient buffbring and then stays about the same. For smaller number of sources, the increase

in throughput with increasing buffers is snore gradual.

For large roulM trip delays, and a small mnnber of sources, a buffer of 1 ttTT or more can result.

in a slightly r(_duc('d throughtmt (see figures 7 and 8). This is because of the variability in the

TCP retransmission timer value. When the round trip is of the order of the TCP timer granularity

(100 ms in this eXl)crime, nt), and tlw, queuing delay is also of the order of the round trip time,

the retransmission timeout values become very variable. This may result in false timeouts and

retransmissions thus reducing throughput.

Conclusion 6 (Buffer requirements for TCP over satellite) The simulations show that a buffer

size of 0.SRTT is .s'u._icient to pTvvide high efficiency and fairne.ss to TCPs over UBR+ for satellite

networks.

6 The Guaranteed Frame Rate Service

The enhan('ements to TCP over UBR can provide high throughput to TCP (:onnections over satellite

networks. However, UBR does not provide any guarantees to its VCs. The service received t)y
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UBR connection is impleinentation dependent. Service guarantees may be useful for a satellite-

ATM network connecting multiple network clouds of Virtual Private Networks. It may be desirable

to provide mininmm rate guarantees to VCs of each VPN. Per-VC minimuIn rate guarantees call

t)e implemented using either the Guaranteed Frame Rate (GFR) service or the Available Bit Rate

(ABR) service. In this section we will describe how to implement per-VC minimum rate guarantees

for the GFR se, rvice over satellite networks.

Guaranteed lq'ame Rate provides a mininmm rate guarantee to VCs, and allows for the fair usage

of any extra network bandwidth. GFR is a fralne based service and uses AAL5 which enables frame

boundaries to be visible at the ATM layer. The service requires the specification of a maximum

fi'ame size (MFS) of the VC. If the user sends packets (or frames) smaller than the maximum

frame size, at a rate less than the inininnnn cell rate (MCR), then all the packets are expected to

be delivered by the network with mininmm loss. If the user sends packets at a rate higher than

the MCR, it should still receive at least the minimum rate. A leaky bucket like mechanism called

Frame-GCRA is used to determine fir a frame is eligible for MCR guarantees. Such frames are

called QoS eligible." The minimum rate is guaranteed to the CLP=0 frames of the connection, hi

addition, a conne, ction sending in excess of the minimum rate should receive a fair share of any

unused network capacity. The exact specification of the fair share has been left unspecified by the

ATM Forum.

GFR requires minimum signaling and connection management functions, and depends on the net-

work's ability to provide a minimuln rat(; to each VC. GFR is likely to t)e used by applications that

can neither specify the traffic parameters needed for a VBR VC, nor have capability for ABR (for

rat(; ba_sed feedback control). Current internetworking applications fall into this category, and are

not designed to run over QoS based networks. These applications could benefit from a minimum

rate guarantee by the network, along with an opportunity to fairly use any additional bandwidth

left over fi'om higher priority connections. The detailed GFR specification is provided in [1], but

the above discussion cat)tures the essence of the service.
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6.1 GFR Implementation Options

There are three basic design options that can be used by tile network to t)rovide the per-VC

nlinimum rate guarantees for GFR - tagging, buffer managenlent, an(t queueing:

Tagging: Network based tagging (or policing) can be used to mark non-eligible packets 1)efore

they enter the network. Network based tagging on a per-VC level requires some t)er-VC state

information to l)e maintained by the network and increases the complexity of the network

elelnent. Tagging can isolate eligible and non-eligible traffic of each VC so that other rate

enforcing mechanisnls can use this information to schedule th_ conforming traffi(" in preference

to non-conforming traffic.

Buffer management: Buffer management is typically performed t)y a network e,lement to con-

trol the number of packets entering its buffers. In a shared buffer enviromnent, where nmltiple

VCs share common buffer space, per-VC accounting can control the buffer occupancies of in-

dividual VCs. Per-VC accounting introduces overhead, but without per-VC accounting it is

difficult to control tile lmffer occupancies of individual VCs (unless non-conforming packets

are dropped at tile entrance to the network t)y tile policer). Note that per-VC buffer man-

agement uses a single FIFO queue for all tim VCs. This is different from per-VC queuing and

scheduling discussed below.

Scheduling: While tagging and lmffer management control the entry of packets into a network

element, queuing strategies determine how packets are scheduled onto the next hop. Per-VC

queuing maintains a separate queue for each VC in the buffer. A scheduling mechanism can

select between the queues at each seheduliug time. However, scheduling adds tile cost of

per-VC queuing and the service discipline. For a simple service like GFR, this additional cost

,nay be undesirable.

A desirable implementation of GFR is to use a single queue for all GFR VCs, and provide mininnnn

rate guarantees by means of intelligent buffer management policies on the FIFO. Several proposals

have been made [2, 3, 4] to provide rate guarantees to TCP sources with FIFO queuing in the
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network. The tmrstynatureof TCP traffic makesit difficult to provideper-VCrate guarantees

usingFIFO queuing. In theseproposals,per-VC schedulingwas recommendedto providerate

guaranteesto TCP connections.However,all thesestudieswereperformedat high targetnetwork

utilization, i.e., mostof the networkcapacitywasallocatedto the MCRs. The designersof the

GFRservicehaveintendedto allocateMCRsconservatively.Moreover,theseproposalsarevery

aggressivein droppingTCP packetscausing TCP to timeout and lose throughput. All the abow_

studies have examined TCP traffic with a single TCP per VC. However, touters that use GFR VCs,

will multiplex many TCP commctions over a single VC. For VCs with several aggregated TCPs,

per-VC control is unaware of each TCP in the VC. Moreover, aggregate TCP traffic characteristics

and control requirements may be different from those of single TCP streams.

In the next subsection, we will briefly describe a buffer management policy called Differential

Fair Buffer Allocation (DFBA) that provides per-VC minimum rate guarantees. We present the

performance of DFBA for LEO and GEO systems. A complete analysis of DFBA for terrestrial

networks is presented in [21].

6.2 The Differential Fair Buffer Allocation Scheme

The Differential Fair Buffer Allocation (DFBA) scheme is based on per-VC accounting on a FIFO

tmflbx. The scheme maintains efficiency and fairness in the network by selectively accepting or

discarding incoming cells of a VC. Once the cells are queued, they are serviced in a FIFO manner

fi'Onl the GFR queue. DFBA recognizes frame boundaries using tim EOM bit in the last cell of

a frame. As a result, DFBA is fully compliant with the GFR requirements specified by the ATM

forum.

DFBA uses the current queue length (buffer occupancy) as an indicator of network load. The scheIne

tries to maintain an optimal load so that the network is efficiently utilized, yet not congested. Figure

9 illustrates the operating region for DFBA. The high threshold (H) and the low threshold (L)

represent the cliff and the knee respectively of the classical load versus delay/throughput graph.

The goal is to operate between the knee and the cliff.
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Figure 9: DFBA Target Operating Region

In addition to efficient network utilization, DFBA is designed to allocate buffer capacity fairly

amongst competing VCs. This allocation is proportiollal to the MCR.s of the respective VCs. The

following variables are used by DFBA to fairly allocate buffer space:

X = Total buffer occupancy at any giw'Jl tiIne

L = Low buffer threshold

H = High buffer threshoht

MCRi = MCR guaranteed to VCi

W/ = Weight of VCi = MCR_/(GFR (:apacity)

W = 2145

Xi = Per-VC buffer oc(:upan(:y (X = EXi)

Zi = Parameter (0 < Zi _< i)

DFBA maintains the total buffer occupancy (X) between L and H. When X falls below L, the

scheme attempts to bring the system to efficient utilization by accepting all incoming packets. When

X rises above H, the scheme tries to control congestion by perfbrming EPD. When X is between

L and H, DFBA attempts to allocate buffer space in proportional to the MCRs, as determined by

the W_ for each VC. When X is between L and H, the scheme also drops low priority (CLP=I)

packets so as to (Ulsure that sufficient buffer occupancy is available for CLP=0 packets.
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Figure 10illustratesthefour operatingregionsof DFBA. Tile graphshowsa plot of tile current

bufferoccupancyX versus the normalized fair buffer occupancy ()(i) for VCi. If VCi has a weight

14i_, then its target buffer occupancy (Xi) should be X × Wi/W. Thus, tile normalized t)uffer

occupancy of VCi can 1)e defined as Xi = Xi × W/Wi. The goal is to keep )(i as close to X as

possihle, as indicated by the solid y -- x line in the graph. Region 1 is the underload region, in

which the current buffcr occupancy is less than the low threshohl L. Ill this case, the schenm tries

to iml)rove efffciency. Region 2 is the region with nfild congestion because X is above L. As a

result, any incoming packets with CLP=I are dropped. Region 2 also indicates that VCi has a

larger buffer occupancy than its fail' share (since Xi > X × Wi/W). As a result, in this region, the

scheme drops some incoming CLP=0 t)aekets of VCi, a_s an indication to the VC that it is using

more than its fair share. In region 3, there is mild congestion, but VCi's buffer occupancy is beh)w

its fair share. As a result, only CLP-1 packets of a VC are dropped when the VC is in region 3.

Finally, region 4 indicates severe congestion, and EPD is perfi)rmed here.

Figure 10: DFBA Drop Regions

In region 2, tile packets of VCi are dropped in a probabilistie manner. This drop behavior is

controlled by the drop probability function P{drop}. This is filrther discussed below.

The l)robability for dropping packets from a VC when it is in region 2 can be based on several

factors. Probal)ilistic drop is used by several schemes including RED and FRED. The purpose of

probal)ilistic drop is to notify TCP of congestion so that TCP backs off without tt timeout. An

aggressive droI) t)olicy will result in a TCP timeout. Different drop probability flmctions have

different effects on TCP t)ehavior. In general, a simple probability function can use RED like drop,
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while a more complex function can depend on all the variables defined above. The drop probability

used in our simulations is described in detail in [21] and is given by:

p{d,.op} = × ×
- x x wi/w

X × (1-Wi/W)

X-L
+ (1 - o_)_-Tw---_)

/-/--b

For satellite laten¢:ies, all important parameter in this equation is Zi. It has been shown [22] that

for a given TCP connection, a higher packet loss rate results in a lower average TCP window. As

a result, a higher drop probat)ility also results ill a lower TCP window. In fact, it has l)een shown

[22], that for ran(h)nl packet loss, the average TCP window size is inversely proportional to the

square root of the I)acket loss probability. As a result, the average TCP data rate D is given I)y

MSS
Dw

RTT _/P {drol) }

The data rate is ill ih_ct determined t)y the window size and the RTT of the connection. To maintain

a high data rate, the desired window size shouht 1)e large. As a result, tile drop probability shouht

be small. Similarly when the RTT is large, a larger window is nee(ted to sut)port tile same data

rate (since the delay-bandwidth product increases). As a result, a smaller drop rate shouht be used.

DFBA can be tuned to choose a small Zi for large latency VCs, as in the case of switches connected

to satellite hops, or for VCs with high MCRs. The inherent linfitation of any buffer management

scheme that depends only on local state is seen here. In general, tile swit('h does not know the RTT

of a VC. The switch must estimate a connection's RTT using local state such as the I)ropagation

delay of its outgoing links. In case of satellite switches, this propagation delay is likely to i)e, the

dominant delay in the VCs path. As a result, the local state provides a pretty good estimate of

the today delay. Terrestrial switches are limited in this rest)ect. This liinititation is also discussed

ill [23].

Another potential limitation of any such scheme is that the granularity of fairness is linfited t)y the

granularity of flows. The fairness is guaxanteed between VCs but not within the TCPs of each. This

limitation is not only I)eculiar to ATM t)ut also to IP. IP routers typically define flows according to

IP address or network address source-destination pairs. TCP/UDP port level granularities are not a
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scalablesolutionfor backbonenetworks.Asasresult,theTCP connectionswithin an IP flowsuffer

thesamekind of unfairnessasTCP connectionswithin ATM VCs.However,the probat)ilisticdrop

randomizesthe packetsdroppedwithin a VC. Thus,the schemecanmaintainRED like fairness

amongthe TCPswithin a VC. This(:anbeaccomt)lishedby usiug a RED like drop t)robability for

drop.

6.3 Simulation Results

The test results presented here are with DFBA for Satellite-ATM interconnected TCP/IP networks.

Figure 11 illustrates the basic test configuration. The figure shows 5 local IP/ATM edge switches

(:onnecte(t to ba(:kl)on(_ ATM switches that implement GFR. Each local swit(:h carries traffic from

multiple TCPs as shown in the figure. The backbone link carries 5 GFR VCs, one from each local

network. Each VC thus carries traffic from several TCP connections. We used 20 TCPs per VC for

a total of 100 TCPs. Tim GFR capacity was fixed to the link rate of 155.52 Mbl)s (approx. 353207

cells 1)er see). The MCRs were 20, 40, 60, 80 and 100 kcells/sec fi)r VCs 1...5 respectiw_ly, giving

a total MCR allocation of 85% of the GFR capacity. At the TCP layer, these MCR's translated

to expected TCP throughputs of 6.91, 13.82, 20.74, 27.65, 34.56 Mbps respectively. Note that, in

GFR deployments. MCRs are expected to be allocated more conservatively, and 85% allocation

reflects an ut)per bound on MCR allocation. Also, these numbers are aggregate numbers for all 20

TCPs for VCs 1 through 5. All TCP sources are persistent TCPs with SACK. Based on t)revious

studies, [5], we set the thresholds L and H to 0.5 and 0.9 of the buffer capacity respectively. A

complete parameter stu(ty of DFBA is presented in [21].

In figure 11, the access hop is denoted by x, and the backbone hop is denoted by y. Three different

simul_ttion (:onfiguratiolis are I)resented below:

WAN 'with homogcn_ous RTT. We first present DFBA results with one way backbone delay

-- 5 ms, and negligible access delay. In this case, three different buffer sizes were sinmlated

in the bottleneck backbone switch 25000, 6000 and 3000 cells. The goal of this experiment

is to illustrate, that DFBA achieves the unequal MCR guarantees for each VC. Table 3 lists

the expected and achieved throughputs for each VC in the configuration. The achieved
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Figure 11: DFBA Simulation Confuration

throughput for a VC is tile sum of all tile TCP throughputs in that VC. Tile table illustrates

that for each of the buffer sizes, the achieved throughputs exceed tile expected throughputs

for all VCs. As a result, DFBA provides MCR guarantees to aggregated TCP trafih:. The,

overall efficiency of the system is also more than 95% resulting in high network utilization.

In the simulations, the excess capacity (GFR capacity - MCR allocation) is ahnost equally

distritmted among the five VCs. This allocation may or nmy not be considered fair because

VCs with higher MCRs may demand a higher portion of the excess. [21] discusses techniques

to provide MCR t)roportional allocation of excess capacity using DFBA.

LEO Access with heterogcnous RTT. In this configuration, the access hop (x) for VC 3, is a

LEO link with a 25 ms one way delay. This results in a round trip delay of 60 ms for VC3.

All other VCs still have negligible access delay, and the, backbone delay is also 5 ms one way.

The results of this simulation with buffer size = 6000 cells is shown in table 4. The table

again shows that DFBA provides the allocated rates to VCs with different MCRs.

GEO backbone Fi'nally, we present the case where the backbone hop is a GEO link. The

round trip delay in this case is abount 550 ms. The GEO hop is the most dominant hop with

respect to latency, and thus, in the simulation the access hops had imgligible latency. Figure

5 shows the achieved throughputs for three diffe,rent buffer sizes. Again, the table shows that

DFBA provides MCR guarantees to VCs over long delay networks.

The ideas and results from this section can be summarized as follows:
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Table3: Minimumrate guaranteeswith DFBA.

Expected AchievedThroughput (Mbps)
Throughput (Mbps) 25k buffer 6K buffer 3k buffer

6.91 11.29 11.79 10.02

13.82 18.19 18.55 19.32

20.74 26.00 25.13 25.78

27.65 32.35 32.23 32.96

34.56 39.09 38.97 38.56

Table 4: Minimum rate guarantees with DFBA. VC3 = LEO access

Expected Achieved

Throughput (Mbps) Throughput (Mbps)
6.91 10.55

13.82 17.06

2{}.74 24.22

27.65 33.74

34.56 41.10

Table 5: Minimum rate guarantees with DFBA. GEO backbone

Expected Achieved Throughput (Mbps)

Throughput (Mbps) 200k buffer 150K buffer 100k buffer
6.91 12.4 12.8 11.4

13.82 14.96 16.17 16.99

20.74 21.86 21.63 24.56

27.65 32.10 30.25 33.72

34.56 40.21 39.84 35.52
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Conclusion 7 (GFR Service) The Guaranteed Frame Rate service is designed for frame based

best effort applications, and supports per-VC minimum cell rate guarantees.

Conclusion 8 (GFR Implementation Options) GFR can be implemented using tagging, buf]_r

management and per- VC scheduling. A desirable implementation of GFR is by using a FIFO buffer

with intelligent buffer management.

Conclusion 9 (DFBA Results) Th, e Differential Fair Buffer Allocation (DFBA) scheme is a

FIFO scheme that provides per- VC MCR guarantees to VCs carryin, g TCP traj751c. Simulations with

DFBA show that DFBA ean provide such guarantees for terrestrial as well as satellite latencies.

Conclusion 10 (Limitations) In general, buffer management schemes for TCP/IP are limited

by TCPs dependency on RTT, and the granularity of IP or ATM flows.

7 Summary of Results

This paper describes a set of techniques for imt)roving the t)erformance of TCP/IP over Asyn-

chronous Transfer Mode (ATM) based satellite networks. Among the service categories provided

by ATM networks, the most commonly used category for data traffic is the m_specified bit rate

(UBR) service. UBR allows sources to send data into the network without any network guarantees

or control.

Several issues arise in optimizing the performalme of Transmission Control Protocol (TCP) when

ATM-UBR service is used over satellite links. In this paper, we studied several TCP mechanisms

as well as ATM-UBR mechanisms to improve TCP l)erformance over brag-de, lay ATM networks.

The UBR mechanisms that we studied in this project are:

• UBR, with frame level discard policies,

• UBR with intelligent lmffer management,

• UBR with guaranteed rat(;,

• Guaranteed Frame Rate (GFR).
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The following TCP mechanisms were studied:

• Vanilla TCP with slow start and congestion avoidance,

• TCP Reno with fast retransmit and recovery,

• TCP with selective acknowledgements (SACK)

We studied several combinations of these mechanisms using an extensive set of sinmlations and

quantified the effect of each of these mechanisms. The folh)wing summarizes the list of conclusions

drawn from our simulations:

1. In several cases, Vanilla TCP over the UBR service category achieves low throughput and

low fairness over satellite networks. This is because during packet loss, TCP loses significant

amount of time waiting for retransmission timeout.

2. In the presence of Imrsty packet losses, fast retransmit and recovery (FRR) (without SACK)

fllrther hurts TCP performance over UBR for long delay-bandwidth product networks.

3. Frame level discard policies such as early packet discard (EPD) improve the throughput over

cell-level discard policies. However, the fairness is not guaranteed unless intelligent huffer

management with per virtual circuit (VC) accounting is used.

4. Throughtmt increases further with more aggressiw_ New Reno and SACK. SACK gives the

best i)erformance in terms of throughput. We found that for long delay paths, the throught)ut

iinprovement due to SACK is more than that from discard policies and buffer management.

5. A buffer size e(lual to about half the round-trip delay-t)an(tswidth product of the TCP con-

nections was found to be sufficient for high TCP throught)ut over satcllite-UBR.

6. The t)resence of bursty high priority cross traffic can degrade the performance of TCP over

UBR for terrestrial and low delay satellite networks. The effect of (:ross traffic is not very

significant for GEO t)ecause the starvation time is relatively small compared to the round

trip time for GEOs
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7. Providingguaranteedrate to UBR helps in the presenceof a high loadof higherpriority

traffic. Wefoundthat reservingjust a small fraction,say 10ForGEOsytems,the effectof

TCP SACKwasmoresignificantthanother factors.

8. Tile GFRservicecategorycanprovideper-VCMCR guarantees.Tile DifferentialFairBuffer

Allocation(DFBA) schemeprovidesMCII guaranteesto GFRwith asingleqllelleusing only

per-VC accounting.

Tile results descrit)ed above have t)een based on simulations using t)ersistent TCP traffic. In [14],

we have shown that the results also hold for world-wide web TCP traffic.
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Table6: LEO:TCP with VBR (300mson/off) overUBR+ with GR : Efficiency

TCP Buffer GR SelectiveDrop EPD
5 12000 SACK 0.5 0.93 0.94
5 12000 SACK 0.1 0.66 0.69
5 12000 SACK 0.0 0.43 0.61
5 36000 SACK 0.5 0.99 0.99
5 36000 SACK 0.1 0.98 0.96
5 36000 SACK 0.0 0.52 0.96

15 12000 SACK 0.5 0.85 0.90
15 12000 SACK 0.1 0.61 0.76
15 12000 SACK 0.0 0.48 0.58
15 36000 SACK 0.5 0.95 0.97
15 36000 SACK 0.1 0.94 0.97
15 36000 SACK 0.0 0.72 0.95
5 12000 Reno 0.5 0.96 0.94
5 12000 Reno 0.1 0.79 0.71
5 12000 Reno 0.0 0.45 0.33
5 36000 Reno 0.5 0.97 0.93
5 36000 Reno 0.1 0.96 0.75
5 36000 Reno 0.0 0.92 0.33

15 12000 Reno 0.5 0.94 0.97
15 12000 Reno 0.1 0.66 0.79
15 12000 Reno 0.0 0.53 0.51
15 36000 Reno 0.5 0.97 0.98
15 36000 Reno 0.1 0.96 0.97
15 36000 Reno 0.0 0.66 0.59
5 12000 Vanilla 0.5 0.97 0.96
5 12000 Vanilla 0.1 0.70 0.69
5 12000 Vanilla 0.0 0.36 0.42
5 36000 Vanilla 0.5 0.97 0.97
5 36000 Vanilla 0.1 0.90 0.94
5 36000 Vanilla 0.0 0.33 0.92

15 12000 Vanilla 0.5 0.92 0.96
15 12000 Vanilla 0.1 0.66 0.74
15 12000 Vanilla 0.0 0.61 0.67
15 36000 Vanilla 0.5 0.97 0.97
15 36000 Vanilla 0.1 0.96 0.97
15 36000 Vanilla 0.0 0.93 0.93
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Tal)lc 7: GEO:TCP with VBR,(300Ins on/off) over UBR+ with GR

TCP Buffer GR, Selective Drop EPD

SACK 200000 0.5 0.87 0.84

SACK 200000 0.1 0.78 0.88

SACK 200000 0.0 0.74 0.82

SACK 600000 0.5 0.99 0.99

SACK 600000 0.1 0.99 0.99

SACK 600000 0.0 0.99 0.99

Reno 200000 0.5 0.33 0.46

Rcno 200000 0.1 0.24 0.26

Reno 200000 0.0 0.16 0.17

Reno 600000 0.5 0.35 0.36

Reno 600000 0.1 0.39 0.34

R('no 600000 0.0 0.30 0.28

Vanilla 200000 0.5 0.83 0.71

Vanilla 200000 0.1 0.71 0.76

Vanilla 200000 0.0 0.81 0.68

Vanilla 600000 0.5 0.79 0.78

Vanilla 600000 0.1 0.80 0.80

Vanilla 600000 0.0 0.76 0.77
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Abstract

We study the performance of Selective Acknowledg-
ments with TCP over the ATM-UBR service category.

We examine various UBR drop policies, TCP mecha-
nisms and network configurations to recommend opti-

mal parnmeters for TCP over UBR. We. discuss vari-
ous TCP eongestwn contrvl mechanisms compare their
performance for LAN and WAN networks. We describe
the effect of satellite delays on TCP performance over

UBR and present simulation results ]or LAN. IVAN
and satellite networks. SACK TCP intproves the per-
formance of TCP over UBR, especially for larqe delay
networks. Intelligent drop policies at the switches are

an important ]actor for good per]ormancc in local area
networks.

1 Introduction

The Unspecified Bit Rate (UBR) service in ATM

networks does not have any explicit congestion control
mechanisms [2]. In the simplest form of UBR, switches
drop cells whenever their buffers overflow. As a result,

TCP connections using ATM-UBR service with limited
switch buffers ext)erience low throughput [3, 4, 5, 9, 13].
In our previous paper [9] we analyzed several enhance-
ments to the UBR drop policies, and showed that these

enhancements can improve the performance of TCP
over UBR. We also analyzed the performance of Reno
TCP (TCP with fast retransmit and recovery) over

UBR, and concluded that fast retransmit and recov-
ery hurts tim performance of TCP in the presence of
congestion losses over wide area networks.

This paper discusses the performance of TCP with
selective acknowledgments (SACK TCP) over the UBR

*Proceedings of ICCCN97, Las Vegas, NV, September 22-25,
1997

fSastri Kota is with Lockheed Martin Telecommunications,
Sunnyvale, CA. Email: sa.stri.kotag__lmco.com
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service category. We compare the performance of
SACK TCP with vanilla TCP (TCP with slow start)

and Reno TCP (TCP with slow start and fast retrans-
mit and recovery). Simulation results of the perfor-
inance the SACK TCP with several UBR drop policies

over terrestrial and satellite links are presented.
Section 2 descrit)es the TCP congestion control

mechanisms in(:luding the Selective Acknowledgments
(SACK) option for TCP. Section 3 describes our imt)le-
nmntation of SACK TCP and Section 4 analyzes the
features and retransmission properties of SACK TCP.

We also describe a change to TCP's fast retransmit

and recovery, proposed in [18, 22] and nalned "New
Reno" in [18]. Section 7 discusses some issues rele-
vant to the performance of TCP over satellite networks.
The renminder of the paper presents simulation results
comparing the performance of various TCP congestion
avoidance methods.

2 TCP Congestion Control

TCP's congestion control Inechanisms are described
in detail in [15, 21]. TCP uses a window based flow
control policy. The variable RCVWND is used as a
measure of the receiver's buffer capacity. When a des-

tination TCP host receives a segment, it sends an ac-
knowledgment (ACK) for the next expected segment.
TCP congestion control is built on this window based

flow control. The following subsections describe the
various TCP congestion control policies.

2.1 Slow Start and Congestion Avoidance

The sender TCP maintains a variable called conges-
tion window (CWND) to measure the network capac-
ity. The number of unacknowledged packets in the net-
work is limited to CWND or RCVWND whichever is

lower. Initially, CWND is set to one segment and it in-
creases by one segment on the receipt of each imw ACK
until it reaches a maxiinum (typically 65536 bytes). It



canbeshownthat in this way,CWNDdoublesevery
roundtrip time,andthiscorrespondstoanexponential
increasein theCWND every round trip time [15].

Tile sender maintains a retransmission timeout for

tile last unacknowledged packet. Congestion is indi-
cated t)y the expiration of the retransmission time-
out. When the timer expires, the sender saves half
the CWND in a variable called SSTHRESH, and sets

CWND to 1 segment. The sender titan retransmits

segments starting from the lost segment. CWND is
increased 1)y one segment on the receipt of each new
ACK until it reaches SSTHRESH. This is called the

slow start phase. After that, CWND increases by one
segnmnt every round trip time. This results ill a lin-
ear increase of CWND every round trip time, and is

called the congestion avoidance phas(,. Figure 1 shows
the slow stm't and congestion avoidance l)hases for at
typical TCP commotion.

been lost, and immediately retransmits the lost seg-

ment. The sender then reduces CWND to half (plus
3 segments) and also saves half the original CWND
value in SSTHRESH. Now for each subsequent dupli-

cate ACK, the sender inflates CWND by one and tries
to send a new segment. Effectively, the sender waits
for half a round trip before sending one segment for
each subsequent duplicate ACK it receives. As a re-

sult, the sender maintains the network pipe at half of

its capacity at the time of fast retransmit.
Approximately one round trip after the missing seg-

ment is retransmitted, its ACK is received (assuming
the retransmitted seginent was not lost). At this time,
instead of setting CWND to one segment and proceed-

ing to do slow start until CWND reaches SSTHRESH,
the TCP sets CWND to SSTHRESH, and then does

congestion avoidance. This is called the fast recovery
algorithm.

Figm'e 1: TCP Slow Start and Congestion Avoidance

2.2 Fast Retransmit and Recovery

Current TCP impleinentations use a coarse granu-

larity (typically 500 nls) timer for the retransmission
timeout. As a result, during congestion, the TCP con-
nection can lose nmch time waiting for the timeout.
In Figure 1, the horizontal CWND line shows the time

lost in waiting for a tilneout to occur. During this time,
the TCP neither sends new packets nor retransmits
lost packets. Moreover, once tile timeout occurs, the

CWND is set to 1 segment, and the connection takes
several round trips to efficiently utilize the network.
TCP Reno implements the fast retransmit an<t recov-

ery algoritluns that enable the connection to quickly
recover from isolated segment losses [21].

If a segment is dropl)ed by the network, the sub-

sequent segments that arrive at the receiver are out-
of-order segments. For each out-of=order segment,

the TCP receiver imInediately sends and ACK to the
sender indicating tile sequence number of the miss-

ing segment. This ACK is called a duplicate ACK.
When the sender receives three dupli(:ate ACKs, it con-
('ludes that the segment indicated by the ACKs has
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Figure 2: TCP Fast Retransmit and Recovery

2.3 A Modification to Fast Retransmit

and Recovery: TCP New Reno

It has been known that fast retransmit and recovery
cannot recover from nmltiple packet losses. Figure 2
shows a case when three (:onsecutive packets are lost
from a window, tile sender TCP incurs fast retransmit

twice and then times out. At that time, SSTHRESH

is set to one-eighth of the original congestion window
value (CWND in the figure). As a result, the expo-
nential phase lasts a very short time, and the linear in-

crease begins at a very snmll window. Thus, the TCP
sends at a very low rate and loses much throughput.

The "fast-retransmit phase" was introduced in [22],
ill which the sender remembers the highest sequence
number sent (RECOVER.) when the fast retransmit
was first triggered. After the first unacknowledged
packet is retransmitted, the sender follows the usual

fast recovery algorithm and inflates the CWND i)y

one for each duplicate ACK it receives. When tile
sender receives an acknowledgment for tile retransmit-
ted t)acket, it checks if the ACK acknowledges all seg-



Figure3: TCPwiththefastretransmitt)hase

mentsincludingRECOVER.If so,theACKis a new
ACK,andthesenderexitsthefastretransmit-recovery
phase,setsits CWNDto SSTHRESHandstartsalin-
earincrease.If ontheotherhand,theACKisapartial
ACK,i,e.,it.acknowledgestheretransmittedsegment,
andonly a part of the segmentsbeforeRECOVER.,
thenthesenderinunediatelyretransmitsthenextex-
pectedsegmentas indicatedby theACK.Thiscon-
tinuesuntilall segmentsincludingRECOVERareac-
knowledged.This mechanismensuresthat the
senderwill recoverfrom N segmentlossesin N
round trips.

As a result, the sendercan recoverfl'omnmlti-
piepacketlosseswithouthavingto timeout. In ease
of smallpropagationdelays,andcoarsetimergranu-
larities,this tnechanismcaneffectivelyimproveTCP
throughputovervanillaTCP.Figure3showsthecon-
gestionwindowgrat)hof a TCP commctionfor three
contiguoussegmentlosses.TheTCPretransmitsone
segmenteveryr()undtrip time(shownbytheCWND
going down to 1 segment) until a new ACK is received.

2.4 Selective Acknowledgments

Figure 4: SACK TCP Recovery fl'om packet loss
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TCP with Selective Acknowledgments (SACK TCP)
has been proposed to efficiently recover from multiple

segment losses [20]. In SACK TCP, acknowledgments
contain additional information about the segments that
have t)een received by the destination. When tile des-

tination receives out-of-order segments, it sends dupli-
cate ACKs (SACKs) acknowledging the out-of-order
segments it has received. From these SACKs, the

sending TCP can reconstruct information about the
segments not received at the destination. When the
sender receives three duplicate ACKs, it retransmits

the first lost segment, and inflates its CWND by one
for each dut)licate ACK it receives. This behavior is
the same as Reno TCP. However, when the sender is
allowe(l to send a segment, it. uses the SACK infor-

mation to retransmit h)st segments before sending new
segments. As a result, the sender can recover fi'om nml-

tiple dropped segments in about one round trip. Figure
4 shows the congestion window graph of a SACK TCP
recovering from segment losses. During the time when

tile congestion window is inflating (after fast retrans-
mit has incurred), the TCP is sending missing packets
before any new l)ackets.

3 SACK TCP Implementation

In this subsection, we describe our implementation

of SACK TCP and some properties of SACK. Our im-
plementation is based on tile SACK implementation
described in [18, 19, 20].

The SACK option is negotiated in the SYN segments
during TCP connection establishment. The SACK in-
formation is sent with an ACK by the data receiver to
the data sender to inform the sender of out-of-sequence

segments re(:eive(l. The format of the SACK packet is

described in [20]. The SACK option is sent whenever
out of se(luence data is received. All duplicate ACK's

contain tile SACK option. The option contains a list
of some of the contiguous blocks of data already re-
ceived by the receiver. Each data block is identified by,
the sequence numt)er of the first byte in the block (the

left edge of the block), and the sequence number of the
byte immediately after the last byte of the block. Be-
cause of the limit on the maxinmm TCP header size, at

most three SACK blocks (:an be specified in one SACK
packet.

The receiver keeps track of all the out-of-sequence

data blocks received. When the receiver generates a
SACK, the first SACK block specifies the block of data
formed by the most recently received data segment.
This ensures that the receiver provides the most up-to-
date information to the sender. After the first SACK

block, tile remaining blocks can be filled in any order.

The sender also keeps a table of all the segments

sent but not ACKed. When a segment is sent, it is
entered into the table. When the sender receives an

ACK with the SACK option, it marks in the table all



thesegmentsspecifiedin theSACKoptionblocksas
SACKed.Theentriesfor eachsegmentrelnainin tile
tableuntil thesegmentis ACKed.Theremainingbe-
haviorof thesenderisverysimilarto Renoimplemen-
tationswith themodificationsuggestedin Section2.3

WhenthesenderreceivesthreeduplicateACKs,it
retransnfitsthefirst unacknowledgedpacket.During
thefastretransmitphase,whenthesenderis sending
onesegmentfor eachduplicateACKreceived,it first
triesto retransmittheholesin theSACKblocksbefore
sendinganynewsegments.Whenthesenderretrans-
mitsasegment,it markstilesegmentmsretransmitted
in thetable. If a retransnfittedsegmentis lost,the
sendertimesout andperformsslowstart. Whena
timeoutoccurs,thesenderresetsthetable.

Duringthefastretransnfitphase,thesendermain-
tainsa variablePIPEthat indicateshowmanybytes
arecurrently in the network pipe. When the third du-

plicate ACK is received, PIPE is set to tile value of
CWND and CWND is reduced by half. For ever), sub-
se(tuent dutllicate ACK received, PIPE is decrelnented

by one segment because the ACK denotes a packet leav-
ing the t)it)e. The sen(ter sends data (new or retrans-
mitre(l) only when PIPE is less than CWND. This im-

phunentation is equivalent to inflating tile CWND by
one segment for every duplicate ACK and sending seg-
ments if the mmlber of unacknowledged bytes is less
than tile congestion window value.

When a segment is sent, PIPE is incremented by
one. When a partial ACK is received, PIPE is decre-

mented by two. The first (lecrement is because the

partial ACK represents a retransnfitted segment leav-
ing the pipe. The second decrement is done because

the original segment that was lost, and had not been
accounte(l for, is now actually considered to be lost.

4 TCP: Analysis of Recovery Behavior

In this section, we discuss tile behavior of SACK

TCP. VG, first analyze the properties of Reno TCP and
then lead into tile discussion of SACK TCP. Vanilla

TCP without fast retransmit an(l recovery (we refer
to TCP with only slow start and congestion avoidance
as vanilla TCP), will be used as the basis for compari-

son. Every time congestion occurs, TCP tries to reduce
its CWND window by half and then enters congestion
avoidance. In the case of vanilla TCP, when a segment

is lost, a timeout occurs, and the congestion window
reduces to one segment. From there, it takes about
Iog._)(CWND/(2 x TCP segment size)) round trip times

(RTTs) fl)r CWND to reach the target value. This be-
havior is unaffected tly the lmmber of segments lost
fl'om a Ilarticular window.

lit, is not clear to us whether the SACK option provides better

performance with or without New Reno. This is under further

st udy.

NASA/CR-- 1999-209158

4.1 Reno TCP

When a single segment is lost from a window, Reno

TCP recovers within approximately one RTT of know-
ing about the loss or two RTTs after the lost packet
was first sent. The sender receives three duplicate

ACKs about one RTT after the dropped packet was
sent. It then retransmits the hlst packet. For the next
r(lund trip, the sender receives duplicate ACKs for the

whole window of packets sent after the lost t)acket. The
sender waits for half the window and then transmits a

half window worth of new packets. All of this takes
about one RTT after which the sender receives a new

ACK acknowledging the retransmitted packet and the
entire window sent before the retransmission. CWND

is set to half its original value and congestion avoidance
is performed.

When nmltiple packets are dropped, Reno TCP can-
not recover and may result in a timeout. The fast re-
transnfit phase modification can recover from multiple

packet losses by retransmitting a single packet every
round trip time.

4.2 SACK TCP

In this subsection we show that SACK TCP can re-

cover fl'om multiple packet losses more efficiently than
Reno or vanilla TCP.

Suppose that at the instant when the sender learns

of the first packet loss (from three duplicate ACKs), the
value of the congestion window is CWND. Thus, the

sender has CWND bytes of data waiting to be acknowl-
edged. Suppose also that the network drops a I)lock of
data which is CWND/n bytes long (This will typically

result in several segments being lost). After one RTT of
sending tile first dropped segment, the sender receives
three duplicate ACKs for this segment. It retransnfits
the segment, sets PIPE to CWND - 3, and sets CWND

to CWND/2. For each duplicate ACK received, PIPE
is decremented t)y 1. When PIPE reaches CWND, then
for each subsequent duplicate ACK received, another

segment can be sent. All the ACKs from the previ-
ous window take 1 RTT to return. For one half RTT

nothing is sent (since PIPE > CWND). For the next

half RTT, if CWND/n bytes were dropped, then only
CWND/2 - CWND/n bytes (of retransmitted or new
segments) can t)e sent. Thus, all the dropped segments
can be retransmitted in 1 RTT if

CWND/2 - CWND/n _> CWND/n

i.e., n > 4. Therefore, for SACK TCP to be able to

retransnfit all lost segments in one RTT, the network
(:an drop at most CWND/4 bytes from a window of
CWND.

Now, we calculate the maximum amount of data
that can be dropped for SACK TCP to be able to

retransmit everything in two RTTs. Suppose again
that CWND/n bytes are dropped from a window of



sizeCWND.Then,in the first RTT from receiving

tile 3 duplicate ACKs, the sender can retransmit upto

CWND/2 - CWND/n bytes. In tile second RTT, the
sender can retransmit 2(C\VND/2 - CWND/n) bytes.
This is hecause for each retransmitted segment in the

first RTT, the sender receives a partial ACK that in-
dicates that tile next segment is missing. As a result,
PIPE is decremented hv 2, and the sender can send 2

more segments (both of which could be retransmitted

segments) for each partial ACK it receives. Thus, all
the dropped seglnents can be retransmitted in 2 RTTs
if

5.2 Selective Packet Drop and Fair Buffer
Allocation

These schemes use i)er-VC accounting to maintain
the current buffer utilization of each UBR VC. A fair
alh)cation is cah:ulated for each VC, and if the VC's

buffer occupancy exceeds its fair allocation, its subse-

quent inconfing packet is drot)I)ed. Both schemes inain-
tain a thresh(/ht R, as a fraction of tile I)uffer capacity
K. When the total buffer occupancy exceeds Rx K, new

t)ackets are dropped depending on the I'Ci's buffer oc-

cupancy (t_). In the Selective Drop scheme, a VC's
entity packet is dropped if

2( C .2.,DWN CWND )
CWND CWND + _ > __

CWND

2 n _ - n

i.e. n _> 8/3. This means that at most 3xCWND/8
bytes can 1)e dropped from a window of size C\VND
for SACK TCP to he ahle to recover in 2 RTTs.

Generalizing the above argument, we have the fol-
lowing result: The number of RTTs needed by
SACK TCP to recover from a loss of CWND/n

is at most [log (n/(n-2)) 1 for n > 2. If more
than half the CWND is dropped, then there will not

tie enough duplicate ACKs for PIPE to become large

enough to transmit any segnmnts in tile first RTT.
Only the first dropped.segment will t)e retransnfitted
on tile receipt of the third duplicate ACK. In the sec-

ond RTT, tile ACK for the retransmitted packet will
be received. This is a partial ACK and will result in

PIPE being decremented t)y 2 so that 2 packets can be
sent. As a result, PIPE will double every RTT, and
SACK will recover no slower than slow start

[18, 19]. SACK would still be advantageous because
timeout would be still avoided unless a retransmitted

packet were dropped.

5 The ATM-UBR Service

The hasic UBR service can be enhanced by imple-

menting intelligent drop policies at the switches. A
comparative analysis of various drop policies on the

performance of Vanilla and Reno TCP over UBR is
presented in [9]. Section 5.3 briefly suinmarizes the re-
suits of our earlier work. This section briefly describes

the drop policies.

5.1 Early Packet Discard

The Early Packet Discard I)olicy [1] maintains a
threshold R, in the switch buffer. When the troffer

occupancy exceeds R, then all new incoming packets
are dropped. Partially received packets are accepted
if possible. It has heen shown [9] that EPD improves
tile efficiency of TCP over UBR but does not iml)rove
fairness. Tile effect of EPD is less pronounced for large

delay-bandwidth networks. In satellite networks, EPD
has little or no effect in the performance of TCP over
UBR.

(X > R) AND (]_ x N,,/X > Z)

where Na is the number of active VCs (VCs with at
least one cell the buffer), and Z is another threshold

parameter (0 < Z 5 1) used to scale the effective drop
threshold.

The Fail" Buffer Allocation proposed in [8] is sinfilar

to Selective Drop and uses tile following fornmla:

(X > R) .AND (t) x _/X > Z × ((Ix" - R)/(X - R)))

5.3 Performance of TCP over UBR: Sum-

mary of Earlier Results

In our earlier work [9, 10] we discussed tile following
results:

• For multit)le TCP connections, the switch requires
a buffer size of tile sum of the receiver windows of

tile TCP commctions.

• With limited buffers, TCP over plain UBR results

in poor t)erformance.

• TCP performance over UBR can be improved tiy

intelligent drop policies like Early Packet Discard,
Selective Drop and Fair Buffer Allocation.

• TCP fast retransmit and recovery improves TCP

performance over LANs, and actually degrades
performance over \VANs in the presence of con-

gestion losses.

6 Simulation Results with SACK TCP

over UBR

This section presents the sinmlation results of tile
various enhancements of TCP and UBR presented in

tile t)revious sections.
6.1 The Simulation Model

All sinmlations use the N source configuration shown

in Figure 5. All sources are identical and persistent
TCP sources i.e., the sources always send a segment as
long as it is permitte(t by tile TCP win(tow. Moreover,
traffic is unidirectional so that only the sources send
data. The destinations only send ACKs. The t)erfor-
mance of TCP over UBR with bidirectional traffic is

a topic of further study. Tile delayed a(-knowledgment
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Figure5: TheNsourceTCPconfiguration

timerisdeactiwated,i.e.,tile receiversendsanACKas
soonasit receivesasegnmnt.

Link delaysare5 microsecondsforLANconfigura-
tionsand5 millisecondsfor\_ANconfigurations.This
resultsinaroundtrip prol)agationdelayof30microsec-
ondsfor LANsand30millisecondsfor WANsrespec-
tively.TheTCPsegmentsizeissetto 512bytes.For
theLAN configurations,the TCPmaxinmmwindow
sizeis limited by a receiver window of 64K bytes. This
is the default value specified for TCP iInI)lenmntations.
For VC_N configurations, a window of 64K bytes is not
sufficient to achieve 100% utilization. We therefore use

the win(h)w scaling option to specify a maximmn win-
dow size of 600A)00 Bytes. This window is sufficient to
provide flfll utilization with each TCP source.

All link I)andwidths are 155.52 Mbps, and Peak Cell
Rat(, at the ATM layer is 155.52 Mbps. The duration
of the simulation is 10 seconds for LANs and 20 sec-

onds for WANs. This allows enough round trips for the

sinmlation to give stable results.
The configurations for satellite networks are dis-

cussed in Section 7.

6.2 Performance Metrics

The perforlnance of the sinmlation is measured at

the TCP layer by the Efficiency and Fairness as defined
below.

(Sum of TCP throughputs)
Efficiency =

(Maximum possible TCP throughtmt)

TCP throughimt is measured at the destination

TCP layer as tile total numl)er of bytes delivered to tile
application divided by the sinmlation time. This is di-

vided by the niaxinmm possible throughl)ut attainal)le
t)y TCP. V_qth 512 bytes of TCP data in each seglnent,
20 bytes of TCP header, 20 bytes of IP header, 8 bytes
of LLC header, and 8 bytes of AAL5 trailer are added.

This results in a net possible throughput of 80.5% of
the ATM layer data rate or 125.2 Mbps on a 155.52
Mbps link.

Fairness Index = (_x,)'2/ (N xZx 2)

Where ari is the ratio of the achieved throughi)ut to
the ext)ected throught)ut of the ith TCP source, and N
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is the number of TCP sources. Fairness values close to

0.99 indicate near perfect fairness.

6.3 Simulation Results

We performed simulations for the LAN and WAN

configurations for three drop policies vanilla UBR
(switches drop incoining cells when their I)uffers over-

flow), Early Packet Discard (EPD) and Selective Drop.
For LANs, we used buffet" sizes of 1000 and 3000 (:ells.

These are representative of the typical buffer sizes in
current switches. For WANs, we chose buffer sizes of

approximately one and three times the bandwidth
rouud trip delay product. Tables 1 mid 2 show the effi-
ciency and fairness values of SACK TCP with various

UBR drop policies. Several observations can be made
from these tables:

* For most cases, for a given drop policy, SACK

TCP provides higher efficiency than either
the corresponding drop policy in vanilla or

Reno TCP. This confirms the intuition l)rovided
by the analysis of SACK that SACK recovers at

least as fast as slow start when nmltiple packets are
lost. In fact, fi)r most casks, SACK recovers faster
than both fast retransmit/reeovery and slow start

algorithms.

• For LANs, the effect of drop policies is very
important and can dominate the effect of

SACK. For UBR with tail drop, SACK provides
a, significant imi)rovenmnt over Vanilla and Reno

TCPs. However, as the drop i)olicies get more so-
phisticated, the effect of TCP congestion mecha-
nism is less pronounced. This is because, the typi-

cal LAN switch buffer sizes are small coml)ared to
the default TCP maximum window of 64K bytes,
and so buffer management beconms a very inq)or-
tant factor. M(lreover, the degraded performance
of SACK in few cases can be attributed to ex-

cessive tiineout due to the retransmitted packets
being lost. In this case SACK loses several round

trips in retransmitting parts of the lost data and
then times out. After timeout, nmch of the data
is transmitted again, and this results in wasted

throughput. This result reinforces the need for a
good drop policy for TCP over UBR.

• The throughput improvement provided by
SACK is more significant for wide area net-
works. When propagation delay is large, a time-
out results in the loss of a significant amount of

time during slow start from a window of ()tie seg-
ment. With Reno TCP (with fast retransmit and

recovery), performance is further degraded (for
multiple packet losses) because timeout occurs at
a much lower window than vanilla TCP. With

SACK TCP, a timeout is avoided at many times,
and recovery is complete within a short number of
roundtrips. Even if timeout occurs, the recovery



Table1: SACKTCPoverUBR: Efficiency

Config- Numof Buffer UBR EPD Sel
uration Srcs (cells) Drop

LAN 5 1000 0.76 0.85 0.94
LAN 5 3000 0.98 0.97 0.98

LAN 15 100(I (t.57 (I.78 0.91
LAN 15 3000 0.86 0.94 0.97

SACK Column Average 0.79 0.89 0.95

Vanilla TCP Average 0.34 0.67 0.84
Reno TCP Average (/.69 0.97 0.97

WAN 5 12,000 0.90 0.88 0.95

WAN 5 36,000 0.97 0.99 1.00
\_\_N 15 12,000 0.93 0.80 0.88
WAN 15 36,000 0.95 0.95 0.98

SACK Column Average 0.94 0.91 0.95

Vanilla TCP Average 0.91 0.9 0.91
Reno TCP Average 0.78 0.86 0.81

Table 2: SACK TCP over UBR : Fairness

Config- Num of Buffer UBR EPD Sel

uration Srcs (cells) Drop
LAN 5 1000 0.22 0.88 0.98
LAN 5 3000 0.92 0.97 0.96

LAN 15 1000 0.29 0.63 0.95
LAN 15 3000 0.74 0.88 0.98

SACK Column Average 0.54 0.84 0.97

Vanilla TCP Average 0.69 0.69 0.92
Reno TCP Average 0.71 0.98 0.99

WAN 5 12,000 0.96 0.98 0.95

WAN 5 36,000 1.00 0.94 0.99
WAN 15 12,000 0.99 0.99 0.99
WAN 15 36,000 0.98 0.98 0.96

Column Average 0.98 0.97 (i.97

Vanilla TCP Average 0.76 0.95 0.94
Reno TCP Average 0.90 0.97 0.99

is as fast as slow' start but a little time may I)e lost
in the earlier retransmission.

• The performance of SACK TCP can be im-
proved by intelligent drop policies like EPD
and Selective Drop. This is consistent with our

earlier results in [9]. Thus, we recommend that
intelligent drop policies be used in UBR service.

• The fairness values for selective drop are
comparable to the values with the other
TCP versions. Thus, SACK TCP does not, hurt
the fairness in TCP connections with an intelli-

gent drop policy like selective drop. The fairness
of tail drop and EPD are sometimes a little lower
for SACK TCP. This is again because retransmit-

ted packets are lost and some connections timeout.
Connections which do not timeout do not have to

go through slow start, and thus can utilize more
of the link cal)acity. The fairness among a set of
hybrid TCP connections is a topic of further stud),.

7 Effects of Satellite Delays on TCP

over UBR

Since TCP congestion control is inherently limited
by the round trip time, long delay paths have signifi-
cant effects on the performance of TCP over ATM. A

large delay-bandwidth link must be utilized efficiently
to be cost effective. This section discusses some of the

issues that arise in the congestion control of large delay-
bandwidth links. Sinmlation results of TCP over UBR

with satellite delays are also presented. Related results
in TCP performance over satellite are available in [23].
7.1 Window Scale Factor

The default TCP maxilnum window size is 65535

bytes. For a 155.52 Mbps ATM satellite link (with a

propagation RTT of about 550 ms), a congestion win-
dow of about 8.7M bytes is needed to fill the whole
pipe. As a result, the TCP window scale factor must

be used to provide high link utilization. In our simula-
tions, we use a receiver window of 34,000 and a window
scale factor of 8 to achieve the desired window size.

7.2 Large Congestion Window and the
congestion avoidance phase

During the congestion avoidance phase, CWND is
incremented by 1 segment every RTT. Most TCP im-

plelnemations follow the recommendations in [15], and
increment by CWND by 1/CWND segments for each

ACK received during the congestion avoidance. Since
CWND is maintained in bytes, this increment trans-

lates to an increment of MSS x MSS/CWND bytes on
the receipt of each new ACK. All operations are done
on integers, and this expression avoids the need fi)r

floating point calculations. However, in the case of
large delay-bandwidth paths where the window scale
factor is used, MSSxMSS may be less than CWND.

For example, with MSS = 512 bytes, MSSxMSS =
262144, and when CWND is larger than this value, the
expression MSS x MSS/CWND yields zero. As a result,

CWND is never increases during the congestion avoid-
ante l)hase.

There are several solutions to this problem. The
most intuitive is to use floating point calculations. This
in('reases the processing overhead of the TCP layer and
is thus undesirable. A second option is to not incre-

ment CWND for each ACK, but to wait for N ACKs
such that NxMSSxMSS > CWND and then incre-

ment CWND by N x MSSxMSS/CWND. We call tiffs
the ACK counting option.

Another option would be to increase MSS to a larger
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Table 3:

cieney

TCP over UBR with Satellite Delays: Effi-

TCP Num of Buffer UBR EPD Sel

Srcs (cells) Drop
SACK 5 200,000 0.86 0.6 0.72

SACK 5 600,000 0.99 1.00 1.00
Reno 5 200,000 0.84 0.12 0.12

Reno 5 600,000 0.30 0.19 0.22
Vanilla 5 200,000 0.70 0.73 0.73
Vanilla 5 600,000 0.88 0.81 0.82

Table 4: SACK TCP over UBR with Satellite Delays:
Fairness

Config- Num of Buffer UBR EPD Sel
uration Srcs (cells) Drop
SACK 5 200,000 1.00 0.83 0.94

SACK 5 600,000 1.00 1.00 1.00
Reno 5 200,000 0.96 0.97 0.97
Reno 5 600,000 1.00 1.00 1.00

Vanilla 5 200,000 1.00 0.87 0.89
Vanilla 5 600,000 1.00 1.00 1.00

value so that MSSxMSS would be larger than CWND
at all times. The MSS size of the connection is limited

by the smallest MTU of the connection. Most future

TCPs are expected to use Path-MTU discovery to find
out the largest possible MSS that can be used. This
vahm of MSS may or may not be sufficient to ensure

the correct flmctioning of congestion avoidance without
ACK counting. Moreover, if TCP is running over a con-
nectionless network layer like IP, the MTU may change

during the lifetime of a connection and segments mw
t)e fragmented. In a cell based network like ATM, TCP
could used arbitrary sized segments without worrying
about fragmentatkm. The value of MSS can also have

an effect on the TCP throughput, and larger MSS val-
ues can produce higher throughput. The effect of MSS
on TCP over satellite is a topic of current research.

8 Simulation Results of TCP over UBR

in Satellite networks

The satellite simulation model is very similar to the
model described in section 6.1. The differences are
listed below:

* The link between tile two switches in Figure 5 is
now a satellite link with a one-way propagation de-
lay of 275 ms. The links between the TCP sources

and the switches are 1 kin long. This results in a
round trip propagation delay of about 550 ms.

• The maximum value of the TCP receiver window is

now 8;704,000 bytes. This window size is sufficient
to fill the 155.52 Mbps pipe.

• Tile TCP maxinmm segment size is 9180 bytes. A

larger value is used because most TCP connections
over ATM with satellite delays are expected to use
larger seginent sizes.

• The buffer sizes used in the switch are 200,000 cells
and 600,000 cells. These buffer sizes reflect buffers

of about 1 RTT and 3 RTTs respectively.

• The duration of simulation is 40 seconds.

Tables 3 and 4 show the efficiency and fairness val-
ues for Satellite TCP over UBR with 5 TCP sources

and buffer sizes of 200,000 and 600,000 cells. Several
observations can be made from the tables:
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• Selective acknowledgments significantly im-

prove the performance of TCP over UBR
for satellite networks. The efficiency and fair-
ness values are typically higher for SACK than ff)r
Reno and vanilla TCP. This is because SACK of-

tel1 prevents the need for a timeout and can recover
quickly from nmltiple packet losses.

• Fast retransmit and recovery is detrimen-
tal to the performance of TCP over large
delay-bandwidth links. The efficiency numbers
for Reno TCP in table 3 are nmch lower than those

of either SACK or Vanilla TCP. This reinforces the
WAN results in table 1 for Reno TCP. Both the

tables are also consistent with analysis in Figure 2,
and show that fast retransmit and recovery cannot
recover from multiple losses in tile same window.

• Intelligent drop policies have little effect on the
performance of TCP over UBR satellite networks.
Again, these results are consistent with the V_\AN

results in tables 1 and 2. The effect of intelligent
drop policies is most significant in LANs, and the
effect decreases in WANs and satellite networks.

This is because LAN buffer sizes (1000 to 3000
cells) are much smaller compared to the default
TCP maxinmm window size of 65535 bytes. For
WANs and satellite networks, the switch buffer

sizes and the TCP maxinmm congestion window
sizes are both of the order of the round trip delays.
As a result, efficient troffer management becomes

more important for LANs than WANs and satellite
networks.

9 Summary

This paper describes the performance of SACK TCP
over the ATM UBR service category. SACK TCP is

seen to improve the perfornmnce of TCP over UBR.
UBR drop policies are also essential to improving the
performance of TCP over UBR. As a result, TCP per-

formance over UBR can be improved by either improv-
ing TCP using selective acknowledgments, or by in-

troducing intelligent buffer management policies at the
switches. Efficient buffer management has a more sig-



nifieantinfluenceonLANsbecauseofthelimitedbuffer
sizesinLANswitchescomparedto theTCPmaximum
windowsize.In X1,\__Nsandsatellitenetworks,thedrop
policieshaveasmallerimpactbecauseboththeswitch
buffersizesandtheTCPwindowsareof theorderof
thebandwidth-delayproductof thenetwork.SACK
TCPisespeciallyhelpflflin satellitenetworks,andpro-
videsalargegainin performanceoverfastretransmit
andrecoveryandslowstartalgorithins.
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I Introduction

The Guaranteed Frame Rate service has been designed to support non-real-time
applications that can send data in the form of frames. IP routers separated by ATM clouds
can benefit from the MCR guarantees provided by the GFR service. As a result, GFR
implementations must be able to efficiently support MCR guarantees for TCP/IP traffic.
These guarantees should be provided on a per-VC basis, where each GFR VC may
contain traffic from several TCP connections.

While per-VC rate guarantees can be provided with per-VC queuing and scheduling, for
most best eflbrt traffic, it may be cost-effective to be able to provide minimum rate
guarantees using a single queue. Intelligent buffer management techniques can be used to
provide minimum rate guarantees. Such buffer management schemes must work with
TCP traffic, and take into account the conservative slow start mechanism used by TCP on
packet loss. Modern TCP implementations are expected to use Selective
Acknowledgements (SACK) to minimize the occurrence of timeouts that trigger slow
start. However, even with SACK, large losses due to severe congestion or very
aggressive switch drop policies, can trigger timeouts. In addition to MCR guarantees, the
GFR VCs should also be able to fairly share any excess capacity. As a result, the design
of a good buffer management scheme for providing minimum rate guarantees to TCP/IP
traffic is an important step towards the successful deployment of GFR.

In this contribution, we present the Differential Fair Buffer Allocation buffer
management scheme. This buffer management work is an extension of our previous work
on buffer management presented in [GOYALa]. The DFBA scheme presented here is an
improved version of the scheme presented in [GOYALb]. We first overview some of the

previous results on TCP over GFR. We then discuss the DFBA scheme, and present
simulation results for this scheme. We conclude this contribution with a discussion of

some key buffer management policies and their limitations.

2 Previous Results on T CP/IP over GFR

Several proposals have been made ([BASAK],[BONAVEN97],[GOYALa])to provide
rate guarantees to TCP sources with FIFO queuing in the network. The bursty nature of
TCP traffic makes it difficult to provide per-VC rate guarantees to TCP sources using
FIFO queuing. Per-VC scheduling was recommended to provide rate guarantees to TCP
connections. However, all these studies did not consider the impact of TCP dynamics,
and used aggressive drop policies. We show that rate guarantees are achievable with a
FIFO buffer using DFBA.

Many of the previous studies have examined TCP traffic with a single TCP connection
over a VC. Per-VC buffer management for such cases, reduces to per-TCP buffer
management. However, routers using GFR VCs would typically multiplex many TCP
connections over a single VC. For VCs with several aggregated TCPs, per-VC control is
unaware of each TCP in the VC. Moreover, aggregate TCP traffic characteristics and
control requirements may be different from those of single TCP streams.

In [GOYALb], we have used FIFO buffers to control SACK TCP rates by buffer
management using a preliminary version of DFBA. The scheme could allocate MCRs to

TCP sources when the total MCR allocation was low (typically less than 50% of the GFR
capacity). However, it was not clear how to allocate buffers based on the MCRs allocated
to the respective VCs. Several other schemes have recently been presented for MCR

NASA/CR-- 1999-209158 2



guarantees to GFR VCs carrying TCP traffic ([BONAVENb],[CHAO],[ELLOUMI]). In
the following sections, we further describe the DFBA scheme, and discuss its design

choices. We then present simulation results for both low and high MCR allocations using
DFBA.

3 Differential Fair Buffer Allocation

DFBA uses the current queue length as an indicator of network load. The scheme tries to
maintain an optimal load so that the network is efficiently utilized, yet not congested. The

figure below illustrates the operating region for DFBA. The high threshold (H) and the
low threshold (L) represent the cliff and the knee respectively of the load versus

delay/throughput graph. The goal is to operate between the knee and the cliff. The
scheme also assumes that the delay/throughput versus load curve behaves in a linear
fashion between the knee and the cliff.
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In addition to efficient network utilization, DFBA is designed to allocate buffer capacity
fairly amongst competing VCs. This allocation is proportional to the MCRs of the
respective VCs. The following variables are used by DFBA to fairly allocate buffer

space:

• X = Total buffer occupancy at any time
• L = Low buffer threshold

• H- High buffer threshold
• MCRi = MCR guaranteed to VCi

• Wi -- Weight of VCi = MCRi/(GFR capacity)
• W = Y_Wi

• Xi = Per-VC buffer occupancy (X = Z Xi)
• Zi = Parameter (0 <= Zi <= 1)

DFBA tries to keep the total buffer occupancy (X) between L and H. When X falls below
L, the scheme attempts to bring the system to efficient utilization by accepting all
incoming packets. When X rises above H, the scheme tries to control congestion by
performing EPD. When X is between L and H, DFBA attempts to allocate buffer space in
proportional to the MCRs, as determined by the Wi for each VC. When X is between L
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and H, the scheme also drops low priority (CLP= 1) packets so as to ensure that sufficient

buffer occupancy is available for CLP-0 packets.
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The figure above illustrates the four operating regions of DFBA. The graph shows a plot
of the current buffer occupancy X versus the normalized fair buffer occupancy for VCi. If
VCi has a weight Wi, then its target buffer occupancy (X0 should be X*Wi/W. Thus, the
normalized buffer occupancy of VCi is Xi*W/Wi. The goal is to keep this normalized

occupancy as close to X as possible, as indicated by the solid line in the graph. Region 1
is the underload region, in which the current buffer occupancy is less than the low
threshold L. In this case, the scheme tries to improve efficiency. Region 2 is the region
with mild congestion because X is above L. As a result, any incoming packets with
CLP=I are dropped. Region 2 also indicates that VC_ has a larger buffer occupancy than
its fair share (since Xi > X*Wi/W). As a result, in this region, the scheme drops some
incoming CLP=0 packets of VCi, as an indication to the VC that it is using more than its
fair share. In region 3, there is mild congestion, but VCi's buffer occupancy is below its
fair share. As a result, only CLP=I packets of a VC are dropped when the VC is in region
3. Finally, region 4 indicates severe congestion, and EPD is performed here.

In region 2, the packets of VC_ are dropped in a probabilistic manner. This drop behavior
is controlled by the parameter Z_, whose value depends on the connection characteristics.
This is further discussed below. The figure below illustrates the drop conditions for
DFBA.
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The probability for dropping packets from a VC when it is in region 2 depends on several
factors. The drop probability has two main components - the fairness component, and the
efficiency component. Thus, P{drop} = fn(Fairness component, Efficiency component).
The contribution of the fairness component increases as the VC's buffer occupancy Xi
increases above its fair share. The contribution of the efficiency component increases as
the total buffer occupancy increases above L. Since we assume that the system is linear
between regions L and H, we choose to increase the drop probability linearly as Xi
increases from X*Wi/W to X, and as X increases from L to H. As a result, the drop
probability is given by

Xi-X×Wi/W X-L
P{drop} = Z, a _-(1

X (1-W, /W) -oe)-_

The parameter 0_ is used to assign appropriate weights to the fairness and efficiency
components of the drop probability. Zi allows the scaling of the complete probability
function based on per-VC characteristics.

It is well known that for a given TCP connection, a higher packet loss rate results in a
lower average TCP window. As a result, a higher drop probability also results in a lower
TCP window. In fact, it has been shown that for random packet loss, the average TCP
window size is inversely proportional to the square root of the packet loss probability. As
a result,

TCP data rate o_
MSS

RTT x _/P{ drop}

This relationship can have a significant impact on TCP connections with either a high
data rate or a large latency or both. To maintain high TCP data rate or when the RTT is
large, one must choose a large TCP MSS, and/or must ensure that the average loss rate is
low. As a result, DFBA can be tuned to choose a small Zi for large latency VCs, as in the
case of satellite VCs, or for VCs with high MCRs.
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The following DFBA algorithm is executed when the first cell of a frame arrives at the
buffer.

BEGIN

IF (X < L) THEN

Accept frame
ELSE IF (X > H) THEN

Drop frame
ELSE IF ((L < X < H) AND (Xi < X*Wi/W)) THEN

Drop CLP1 frame
ELSE IF ((L < X < H) AND (Xi > X*Wi/W)) THEN

Drop CLPI frame
Drop CLP0 frame with

I x,-XxW/WP{drop} = Z i ct X(I-IV/W)

ENDIF

x-L/+ (1 - oe) --
H-L

END

4 Simulation Configuration

We tested DFBA for ATM interconnected LANs with several scenarios. The following
figure illustrates the basic test configuration. The figure shows 5 local switch pairs
interconnected by two backbone switches that implement GFR. Each local switch carries

traffic from multiple TCPs as shown in the figure. The backbone link carries 5 GFR VCs,

vc
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I

I

I

I

I

I

4_ 10

I

I vc I km
I Destitution 81

I

one from each local network. Each VC thus carries traffic from several TCP connections.

The length of the local hop is denoted by x km, and the length of the backbone hop is
denoted by y km. In this contribution, we present results with x=10 km and y=1000 km.
The GFR capacity was fixed to the link rate of 155.52 Mbps ( = 353,207 cells per sec). o_
was fixed to 0.5 in this study. All TCP sources were persistent TCPs with SACK. The

SACK implementation is based on [FALL]. In our simulations, we varied four key
parameters:
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1. Number of TCPs. We used 10 TCPs per VC and 20 TCPs per VC for a total of 50 and
100 TCPs respectively.

. Per-VC MCR allocations. Two sets of MCRs were chosen. In the first set, the MCR

values were 12, 24, 36, 48 and 69 kcells/sec for VCs 1...5 respectively. This resulted
in a total MCR allocation of about 50% of the GFR capacity. In the second set, the
MCRs were 20, 40, 60, 80 and 100 kcells/sec for VCs 1...5 respectively, giving a
total MCR allocation of 85% of the GFR capacity.

. Buffer size. We first used a large buffer size of 25 kcells in the bottleneck backbone
switch. We also analyzed DFBA performance with buffer sizes of 6 kcells, and 3
kcells.

4. Zi. In most cases, the value of Zi was chosen to be 1. We studied the effect of Z_ by

decreasing it with increasing Wi.

5 Simulation Results

Table l shows achieved throughput for a 50 TCP configuration. The total MCR
allocation is 50% of the GFR capacity. The WI values for the VCs are 0.034, 0.068,
0.102, 0.136, and 0.170. The "achieved throughput" column shows the total end to end
TCP throughput for all the TCP's over the respective VC. The table shows that the VCs
achieve the guaranteed MCR. Although the VCs with larger MCRs get a larger share of
the unused capacity, the last column of the table indicates that the excess bandwidth is
however not shared in proportional to MCR. This is mainly because the drop probabilities
are not scaled with respect to the MCRs, i.e., because Zi = 1 for all i. The total efficiency
(achieved throughput over maximum possible throughput) is close to 100%.

Table 1 50 TCPs, 5 VCs, 50% MCR Allocation

MCR Achieved Throughput Excess Excess / MCR

4.61 11.86 7.25 1.57

9.22 18.63 9.42 1.02

13.82 24.80 10.98 0.79

18.43 32.99 14.56 0.79

23.04 38.60 15.56 0.68

69.12 126.88 57.77
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Table 2 illustrates the performance of DFBA when 85% of the GFR capacity is allocated
as the MCR values. In this case, the W,'s are 0.057, 0.113, 0.17, 0.23, and 0.28 for VC's

!...5 respectively. The table again shows that DFBA meets the MCR guarantees for VCs
carrying TCP/IP traffic.

Table 2 50 TCPs, 5 VCs, 85% MCR Allocation

MCR Achieved Throughput Excess Excess/MCR

7.68 12.52 4.84 0.63

15.36 18.29 2.93 0.19

23.04 25.57 2.53 0.11

30.72 31.78 1.06 0.03

38.40 38.72 0.32 0.01

115.2 126.88 11.68

Table 3 validates the scheme for a larger number of TCPs. Each VC now carries traffic
from 20 TCP connections, for a total of 100 TCPs. The total MCR allocation is 85% of

the GFR capacity. All MCRs guarantees are met for a large number of TCPs and high
MCR allocation.

Table 3 104) TCPs, 5 VCs, 85% MCR Allocation

MCR Achieved Throughput Excess Excess/MCR

7.68 11.29 3.61 0.47

15.36 18.19 2.83 0.18

23.04 26.00 2.96 0.13

30.72 32.35 1.63 0.05

38.40 39.09 0.69 0.02

115.2 126.92 11.72
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The figure above illustrates the buffer occupancies of the 5 VCs in the bottleneck
backbone switch. The figure shows that DFBA controls the switch buffer occupancy so
that VCs with a lower MCR have a lower buffer occupancy than VCs with a higher
MCR. In fact the average buffer occupancies are in proportion to the MCR values, so that
FIFO scheduling can ensure a long-term MCR guarantee.

Table 4 and Table 5 show that DFBA provides MCR guarantees even when the
bottleneck backbone switch has small buffers (6 kcells and 3 kcells respectively). The
configuration uses 100 TCPs with 85% MCR allocation.
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Table 4 Effect of Buffer Size (6 kcel|s)

MCR Achieved Throughput Excess Excess/MCR

7.68 10.02 2.34 0.30

15.36 19.31 3.95 0.26

23.04 25.78 2.74 0.12

30.72 32.96 2.24 0.07

38.40 38.56 0.16 0.00

115.2 126.63 11.43

Table 5 Effect of Buffer Size (3 kcells)

MCR Achieved Throughput Excess Excess/MCR

7.68 11.79 4.11 0.54

15.36 18.55 3.19 0.21

23.04 25.13 2.09 0.09

30.72 32.23 1.51 0.05

38.40 38.97 0.57 0.01

115.2 126.67 11.47

Table 6 shows the effect of Zi on the fairness of the scheme in allocating excess
bandwidth. We selected 2 values of Zi based on the weights of the VCs. In the first
experiment, Zi was selected to be (l-Wi/W) SO that VCs with larger MCRs have a lower
Z_. N the second experiment, Zi was selected to be (1-Wi/W) 2. The table shows that in the

second case, sharing of the excess capacity is closely related to the MCRs of the VCs. An
analytical assessment of the effect of Z_ on the excess capacity allocation by DFBA is a
topic of further study.

NASA/CR-- 1999-209158 10



Table6EffectofZ_

Zi = l'Wi/W Z i = (1-Wi/W) 2

Excess Excess/ Excess Excess/

MCR MCR

3.84 0.50 0.53 0.07

2.90 0.19 2.97 0.19

2.27 0.10 2.77 0.12

2.56 0.08 2.39 0.08

0.02 0.02 3.14 0.08

6 A Framework for Bu ffer Management Schemes

Several recent papers have focused on fair buffer management schemes for TCP/IP
traffic. All these proposals drop packets when the buffer occupancy exceeds a certain
threshold. The proposals for buffer management can be classified into four groups based
on whether they maintain multiple buffer occupancies (Multiple Accounting -- MA) or a
single global buffer occupancy (Single Accounting -- SA), and whether they use multiple
discard thresholds (Multiple Thresholds -- MT) or a single global discard Threshold
(Single Threshold -- ST). The SA schemes maintain a single count of the number of cells
currently in the buffer. The MA schemes classify the traffic into several classes and
maintain a separate count for the number of cells in the buffer for each class. Typically,
each class corresponds to a single connection, and these schemes maintain per-connection
occupancies. In cases where the number of connections far exceeds the buffer size, the
added over-head of per-connection accounting may be very expensive. In this case, a set
of active connections is defined as those connections with at least one packet in the
buffer, and only the buffer occupancies of active connections are maintained.

Schemes with a global threshold (ST) compare the buffer occupancy(s) with a single
threshold and drop packets when the buffer occupancy exceeds the threshold. Multiple
thresholds (MT) can be maintained corresponding to classes, connections, or to provide
differentiated services. Several modifications to this drop behavior can be implemented.
Some schemes like RED and FRED compare the average(s) of the buffer occupancy(s) to
the threshold(s). Some like EPD maintain static threshold(s) while others like FBA

maintain dynamic threshold(s). In some schemes, packet discard may be probabilistic (as
in RED) while others drop packets deterministically (EPD/PPD). Finally, some schemes
may differentiate packets based on packet tags. Examples of packet tags are the CLP bit
in ATM cells or the TOS octet in the IP header of the IETF differentiated services

architecture. Table 7 lists the four classes of buffer management schemes and examples
of schemes for these classes. The example schemes are briefly discussed below.
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The first SA-ST schemes included Early Packet Discard (EPD), Partial Packet Discard
(PPD) [ROMANOV95] and Random Early Detection (RED) [FLOYD93]. EPD and PPD

improve network efficiency because they minimize the transmission of partial packets by
the network. Since they do not discriminate between connections in dropping packets,
these schemes are unfair in allocating bandwidth to competing connections. For example
when the buffer occupancy reaches the EPD threshold, the next incoming packet is
dropped even if the packet belongs to a connection that is has received an unfair share of
the bandwidth. Random Early Detection (RED) maintains a global threshold for the
average queue. When the average queue exceeds this threshold, RED drops packets
probabilistically using a uniform random variable as the drop probability. The basis for
this is that uniform dropping will drop packets in proportion to the input rates of the
connections. Connections with higher input rates will lose proportionally more packets
than connections with lower input rates, thus maintaining equal rate allocation.

Table 7 Classification of Buffer Management Schemes

Group Examples Threshold Type Drop Type Tag/TOS
(Static/Dynamic) (Deterministic/ Sensitive

Prbabilistic) (Yes/No)

SAST EPD, PPD Static Deterministic No

RED Static Probabilistic No

MAST FRED Dynamic Probabilistic No

Dynamic Deterministic NoSelective Drop,
FBA,
VQ+Dynamic
EPD

MAMT PME+ERED Static Probabilistic Yes

DFBA Dynamic Probabilistic Yes

VQ+MCR Dynamic Deterministic No
scheduling

SAMT Priority Drop Static Deterministic Yes

However, it has been shown in [LIN97] that proportional dropping cannot guarantee
equal bandwidth sharing. The paper also contains a proposal for Flow Random Early
Drop (FRED). FRED maintains per-connection buffer occupancies and drops packets
probabilistically if the per-connection occupancy exceeds the average queue length. In
addition, FRED ensures that each connection has at least a minimum number of packets
in the queue. In this way, FRED ensures that each flow has roughly the same number of
packets in the buffer, and FCFS scheduling guarantees equal sharing of bandwidth. FRED
can be classified as one that maintains per-connection queue lengths, but has a global
threshold (MA-ST).

The Selective Drop (SD) ([GOYAL98b]) and Fair Buffer Allocation (FBA) [HEIN]
schemes are MA-ST schemes proposed for the ATM UBR service category. These
schemes use per-connection accounting to maintain the current buffer utilization of each
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UBR Virtual Channel (VC). A fair allocation is calculated for each VC, and if the VC's

buffer occupancy exceeds its fair allocation, its subsequent incoming packet is dropped.
Both schemes maintain a threshold R, as a fraction of the buffer capacity K. When the
total buffer occupancy exceeds R'K, new packets are dropped depending on the VCi's

buffer occupancy (Xi). In these schemes, a VC's entire packet is dropped if

(X > R) AND (Xi * N_ / X > Z ) (Selective Drop)

(X > R) AND (Xi * N_ / X > Z * ((K - R)/(X -R))) (Fair Buffer Allocation)

Where N_ is the number of active VCs (VCs with at least one cell the buffer), and Z is
another threshold parameter (0 < Z <= 1) used to scale the effective drop threshold.

The Virtual Queuing (VQ) [SIU97] scheme is unique because it achieves fair buffer
allocation by emulating on a single FIFO queue, a per-VC queued round-robin server. At
each cell transmit time, a per-VC accounting variable (X'i) is decremented in a round-
robin manner, and is incremented whenever a cell of that VC is admitted in the buffer.

When X'i exceeds a fixed threshold, incoming packets of the ith VC are dropped. An
enhancement called Dynamic EPD changes the above drop threshold to include only
those sessions that are sending less than their fair shares. Since the above MA-ST
schemes compare the per-connection queue lengths (or virtual variables with equal
weights) with a global threshold, they can only guarantee equal buffer occupancy (and
thus throughput) to the competing connections. These schemes do not allow for
specifying a guaranteed rate for connections or groups of connections. Moreover, in their
present forms, they cannot support packet priority based on tagging.

Another enhancement to VQ, called MCR scheduling [WU97], proposes the emulation of
a weighted scheduler to provide Minimum Cell Rate (MCR) guarantees to ATM
connections. In this scheme, a per-VC weighted variable W_ is maintained, and compared
with a global threshold. A time interval T is selected, at the end of which, Wi is
incremented by MCRi * T for each VC i. The remaining algorithm is similar to VQ. As a
result of this weighted update, MCRs can be guaranteed. However, the implementation of
this scheme involves the update of Wi for each VC after every time T. To provide tight
MCR bounds, a smaller value of T must be chosen, and this increases the complexity of
the scheme. For best effort traffic (like UBR), thousands of VC could be sharing the

buffer, and this dependence on the number of VCs man not be an efficient solution to the
buffer management problem. Since the variable Wi is updated differently for each VC i,
this is equivalent to having different thresholds for each VC at the start of the interval.
These thresholds are then updated in the opposite direction of Wi. As a result, VQ+MCR
scheduling can be classified as a MA-MT scheme. The Differential Fair Buffer
Allocation Scheme discussed in this contribution is a MA-MT scheme as shown in Table
7.

[FENG] proposes a combination of a Packet Marking Engine (PME) and an Enhanced
RED scheme based on per-connection accounting and multiple thresholds (MA-MT).
PME+ERED is designed for the IETF differentiated services architecture, and can
provide loose rate guarantees to connections. The PME measures per-connection
bandwidths and probabilistically marks packets if the measured bandwidths are lower
than the target bandwidths (multiple thresholds). High priority packets are marked, and
low priority packets are unmarked. The ERED mechanism is similar to RED except that
the probability of discarding marked packets is lower than that of discarding unmarked
packets. The PME in a node calculates the observed bandwidth over an update interval
by counting the number of accepted packets of each connection by the node. Calculating
bandwidth can be complex since it may require averaging over several time intervals.

NASA/CR-- 1999-209158 13
i



Although it has not been formally proven, Enhanced RED may suffer from the same

problem as RED because it does not consider the number of packets actually in the
queue.

A simple SA-MT scheme can be designed that implements multiple thresholds based on

the packet priorities. When the global queue length (single accounting) exceeds the first
threshold, packets tagged as lowest priority are dropped. When the queue length exceeds
the next threshold, packets from the lowest and the next priority are dropped. This
process continues until EPD/PPD is performed on all packets. The performance of such
schemes needs to be analyzed. However, these schemes cannot provide per-connection
throughput guarantees and suffer from the same problem as EPD, because they do not
differentiate between overloading and underloading connections.

Table 8 illustrates the fairness properties of the four buffer management groups presented
above.

Table 8 Properties of Buffer Management Schemes

Group Equal bandwidth allocation Weighted bandwidth allocation

SA-ST No
6.1.1.1.1 No

MA-ST Yes No

MA-MT Yes Yes

SA-MT -
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Abstract:

In current internetworking architectures, enterprise networks cart, be interconnected to each

other', or to their" service providers via backbone ATM VCs. Most ATM networks provide best

effort UBR cormections for TCP/IP traffic. The ATM Guaranteed Frame Rate (GFR) service is

a best effort service that provides 7rtinintunt rute guarantees to ATM VCs. Edge devices cormecting

IP LANs" to an ATM network ('.art, use GFR VCs to trnnsport TCP/IP traffic. Buffer management

techniques are essential to the realization of a robust GFR implementation. In this paper we show

how rate guarantees can bee provided to VCs carrying TCP traJ_c, using buffer management on a

FIFO buffer'. We present a buffer" management scheme called Differential Fair Buffer Allocation

(DFBA) that provides Minimum Cell Rate (MCR) guarantees" to ATM VCs carryin.q TCP/IP traf-

tic. DFBA allocates buffer space in proportion to MCR and probabilistically drops TCP packets

to control congestion and maintain MCR. DFBA can be used on a FIFO buffer shared by several

VCs. Each VC can carry traffic from one or more TCP cortncctions. We discuss a framework for"

existing buffer management sch,emes and briefly describe their" properties.

Keywords: ATM, TCP, GFR, buffer management

*This research was supported in part by NASA Glenn Research Center under contract number NAS3-97198.

*This is a nmch enhanced version of the t)apcr presented in LCN'98.
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1 Introduction: The Guaranteed Frame Rate Service

Guaranteed Frame, Rate (GFR) has been recently proposed in tile ATM Forum as an enhancement

to the UBR service category. Guaranteed Frame Rate provides a mininnnn rate guarantee to

VCs at the frame level. The GFR service also allows for the fair usage of any extra network

bandwidth. GFR requires minimum signaling and connection management functions, and depends

on tile network's ability to provide a mininmm rate to each VC. GFR is likely to be used by

applications that can neither specify tile traffic parameters needed for a VBR VC, nor have. cability

fbr ABR (for rate based feedback control). Current internetworking applications fall into this

category, and are not designed to run over QoS based networks. These applications couht benefit

froIn a mininmnl rat(; guarantee by the network, along with an opportunity to fairly use any

additional bandwidth left over froIn higher priority connections. In the case of LANs connected

by ATM backbones, network elements outside the ATM network could also benefit from GFR

guarantees. For example, IP routers separated by an ATM network could use GFR VCs to exchange

control messages. Figure 1 illustrates such a case where the ATM chad connects sew'.ral LANs and

routers. ATM end systems may also establish GFR VCs for connections that can benefit fi'om a

minimum throughlmt guarantee.

9. \

Figure 1: Use of GFR in ATM connected LANs

The original GFR proposals [11, 12] give the basic definition of tile GFR service. GFR provides

a minimum rate guarantee to the frames of a VC. GFR uses AAL5 with enables frame boundaries

to be visible at tim ATM layer. The service requires the specification of a maximum frame size
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(MFS) of the VC. If the user sends packets (or fi'ames) smaller than the maxinmnl fi'ame size, at a

rate less than the minimum cell rate (MCR), then all the packets are expected to be delivered by

the network with minimunl loss. If the user sends packets at a rate higher than the MCR, it should

still receive at least the minimmn rate. The mininmm rate is guaranteed to the CLP=0 frame, s of

the connection. In addition, a connection sending in excess of the inininmm rate shouht receive a

fair share of any umlsed network capacity. The exact specification of the fair share has been left,

unspecified by the ATM Forum. The detailed GFR specification is provided in [1], but the above

discussion captures tile essence of the service.

There are three basic design options that can be used by tile network to provide tile per-VC

mininmm rate guarantees for GFR tagging, lmflbr management, and queueing:

1. Tagging: Network based tagging (or l)olicing) can be used as a means of marking non-

conforming packets t)efore they enter the network. This form of tagging is usually performed

when the connection enters the network. Figure 2 shows the role of network based tagging

in providing a miniature rate service in a network. Network based tagging on a per-VC lew_l

requires some per-VC state information to be maintained 1)y the network and increa,ses the

complexity of the network ele!nent. Tagging can isolate contbrining an(t non-confi)rming traffic

of each VC so that other rate enforcing mechanisms can use this information to schedule the

conforining traffic in preference to non-conforming traffic. In a more general sense, policing

can be used to discard *****-***************packets, thus allowing only confi)rming packets to

enter tile network.

Figure 2: Network Architecture with tagging, bufthr management and scheduling
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2. Buffer management: Buffer management is typically performed by a network element (like

a switch or a router) to control tile number of packets entering its buffers. In a shared buffer

environment, where multiple VCs share common buffer space, per-VC buffer management can

control tile buffer occupancies of individual VCs. Per-VC buffer management uses per-VC

accounting to keep track of the buffer occupancies of each VC. Figure 2 shows the role of buffer

management in the connection path. Examples of per-VC buffer management schemes are

Selective Drop and Fair Buffer Allocation [9]. Per-VC accounting introduces overhead, but

without per-VC accounting it is difficult to control the buffer occupancies of individual VCs

(unless iloil-conforming packets are dropped at the entrance to the network by the policer).

Note that per-VC buffer management uses a single FIFO queue for all the VCs. This is

different froxn per-VC queuing and scimduling discussed below.

3. Scheduling: Figure 2 illustrates the position of scheduling in providing rate guarantees.

While tagging and buffer management control the entry of packets into a network element,

queuing strategies determine how packets are scheduled onto the next hop. FIFO queuing

cannot isolate packets from various VCs at the egress of the queue. As a result, in a FIFO

queue, packets arc scheduled in the order in which they enter the buffer. Per-VC queuing,

on the other hand, maintains a separate queue for each VC in the buffer. A scheduling

mechanism can select between the queues at each scheduling time. However, scheduling adds

the cost of per-VC queuing and the service discipline. For a simple service like GFR., this

additional cost may be undesirat)le.

A desirat)le implementation of GFR is to use a single queue for all GFR VCs, and provide

minimum rate guarantees by means of intelligent buffer management policies on the FIFO. Several

proposals have been ma(le [3, 4, 8] to provide rate guarantees to TCP sources with FIFO queuing in

the network. The bursty nature of TCP traffic makes it difficult to provide per-VC rate guarantees

using FIFO queuing. Per-VC scheduling was recommended to provide rate guarantees to TCP

connections. However, all these studies were performed at high target network utilization, i.e.,

most of the network capacity was allocated to the MCRs. Moreover, these proposals are very
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aggressive in dropping TCP packets causing TCP to timeout and lose throughput.

All the previous studies have examined TCP traffic with a single TCP per VC. Per-VC buflbr

management for such causes reduces to per-TCP buffer managemeiLt. However, routers that use

GFR VCs, will multiplex many TCP connections over a single VC. For VCs with several aggre-

gated TCPs, per-VC control is unaware of each TCP in the VC. Moreover, aggregate TCP traffic

characteristics and control requirements may be different from those of single TCP streams.

In this paper, we present:

• Issues ill providing minimum rate guarantees to TCP traffic with FIFO buffers.

• A buffer management scheme for MCR guarantees to VCs with aggregate TCP flows.

We begin ill section 2 by disussing some introductory material on tile behavior of TCP traffic

with controlled windows. This provides insight into controlling TCP rates by controlling TCP win-

dows. Section 3 describes the effect of buffer occupancy and thresholds on TCP throught)ut. TILe

focus of these sections is to present empirical simulation based analysis of intuitive ideas on con-

trolling TCP rates using buffer management. Section 4 presents a dynamic threshold-based troffer

management policy called DFBA to provide TCP throughputs in proportion to troffer thresholds

for low rate allocations. This scheme assumes that each VC may carry multit)le TCP connections.

We then present simulation results with TCP traffic over LANs interconnected by an ATM network.

We conclude with a frmnework for buffer manageinent, and briefly describe how some key buffer

management schemes fit into this framework.

2 TCP Behavior with Controlled Windows

TCP uses a window based mechanism for flow control. The amount of data sent by a TCP

commction in one round trip is determined by the window size of the TCP connection. The

window size is the minimum of the sender's congestion window (CWND) and the receiver's window

(RCVWND). TCP rate can be controlled by controlling the window size of the TCP connection.

However, a window limit is not enlbrceable by the network to control the TCP rat(',. The only

form of control available to the network is to drop TCP packets. TCP sources respond to packet
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lossby reducingthesourcecongestionwindowby one-half,andthen increasingit byonesegment

sizeeveryroundtrip. Asa result,tile averageTCP windowcanbecontrolledby intelligentpacket

discard.

For TCP windowbasedflow control, tile throughput (in Mbps)can be calculatedfrom the

averagecongestionwindow(in Bytes)andtheroundtrip time {in seconds)as:

Throughput(Mbps)= 8 x 10 -_; x CWNDavg
Round Trip Time (1)

Where, CWNDavg is tile average congestion window in bytes, and Round Trip Time is in seconds.

The factor 8x 10 -_; converts the throughput from bytes per sec to Megabits per sec.

Suppose tim network capacity allows the TCP window to increase to CWNDmax at which point

TCP detects a packet loss, and reduces its window to CWNDmax/2. The window then increases

linearly to CWNDmax when a packet is dropped again. Tile average TCP CWND during tile linear

increase phase can be calculated as:

CWNDavg = ETICWNDmax/2 + MSS x iT (2)

where T is the num|)er of round trip times for the congestion window to increase from CWNDmax/2

to CWNDmax. Note that this equation assumes that during the linear increase phase, the TCP

window increases by one segment every round trip time. Howew;r, when tile TCP delayed acknowl-

edgment option is set, TCP might only send an ACK for every two segments. In this case, the

window would increase by 1 segment ew;ry 2 RTTs.

Figure 3 shows how the source TCP congestion window varies when a single segment is lost

at a particular value of the congestion window. The figure is the CWND plot of the sinmlation

of tile configuration shown in Figure 4 with a single SACK TCP source (N=I). The figure shows

four diflbrent values of the window at which a packet is lost. The round trip latency (RTT) for the

connection is 30 ms. Tile window scale factor is used to allow the TCP window to increase beyond

the 64K limit.

From Figure 3 and equation 2, tile average congestion windows in the linear phases of the four

experiments are al)proximately 91232 bytes, 181952 bytes, 363392 bytes and over 600000 bytes. As
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Figure 3: Single TCP Congestion Window C(mtrol. Drop thresholds (bytes) = 125000, 250000,

500000, None

a result, the average calculated throughputs from equation 1 are 24.32 Mbps, 48.5 Mbps, 96.9 Mbps,

and 125.6 Mbps (126 Mbps is the maximum possible TCP throughput for a 155.52 Mbps link with

1024 byte TCP segments). The empirical TCP throughputs obtained fi'om the simulations of the

tbur cases are 23.64 Mbps, 47.53 Mbps, 93.77 Mbps and 125.5 Mbps respectively. The throughput

values calculated from equation 2 are very close to those obtained by simulation. This shows that

controlling the TCP window so as to maintain a desired average window size enables the network

to control the average TCP throughput.
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3 TCP Rate Control using Buffer Management

In the previous section, an artificial simulation was presented where the network controlled the TCP

rate I)y dropping a packet every time the TCP window reached a particular value. In practice, the

network knows neither the size of the TCP window, nor the round trip time of tile connection. ILL

this section, a switch can use per-VC accounting in its buffer to estimate the bandwidth used by

the connection relative to other connections iLLthe same buffer.

In a FIFO buffer, the average output rate of a connection is determined by the relative propor-

tion of packets fi'om the connection in the buffer. Let/ti and xi be the output rate and the buffer

occupancy respectively of VCi. Let p. attd x be the total output rate and the buffer occupancy

(total mnnber of (:ells from all connections in the buffer) of the FIFO buffer respectively. Note that

these numbers are averages over a hmg enough time period. Then, because the buffer is a FIFO,

:I:i
#i = --#

2"

J;i/J:
or - 1

#i/P

If the buffer occupancy of every active VC is maintained at a desired relative threshold, then tile

output rate of each VC can also be controlled. In other words, if a VC always has xi (:ells in the

buffer with a total occupancy of x (:ells, its average output rate will be at least p,xi/x.

Adaptive flows like TCP respond to segment loss by reducing their congestion window. A single

packet loss is sufficient to reduce the TCP congestion window by one-half. Consider a drop policy

that drops a single TCP packet from a colmection every time the connection's buffer occupancy

crosses a given threshoM fi'om below. The drop threshold for a connection, effectively determines

the maximum size to which the congestion window is allowed to grow. Because of TCP's adaptive

nature, the buffer occupancy reduces after about 1 RTT. The drop policy drops a single packet when

the TCP's buffer occupancy crosses the threshold, and then allows the buffer occupancy to grow

by accepting the remainder of the TCP window. On detecting a loss, TCP reduces its congestion

window by 1 segment and remains idle for about one-half RTT, during which the buffer occupancy

decreases below the threshold. Then the TCP window increases linearly (and so does the buffer

occupancy), and a packet is again dropped when the buffer occupancy crosses the threshold. In
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this way,TCP windowscanbe controlledquite accuratelyto within oneround trip time. As a

result, theTCP's throughputcan also be controlled by controlling the TCP's buffer occupancy.

i TM

Figure 4: N source configuration

Table 1: Fifteen TCP buffer thresholds
Experiment #
TCP number

1-3

4-6

7-9

10-12

13-15

Tot. Thr (r)

1 ]2 ]3 14
Threshoht per TCP (cells) (ri)

305 458 611 764

611 917 1223 1528

917 1375 1834 2293

1223 1834 2446 3057

1528 2293 3057 3822

13752 2(}631 27513 34392

Using this drop policy, we performed simulations of the TCP configuration in Figure 4 with

fifteen TCP sources divided into 5 groups of 3 each. Each TCP source was a separate UBR VC.

Five different buffer thresholds (ri) were selected, and each of three TCP's in a group had the same

buffer threshold. Table 1 lists the buffer thresholds for the VC's in the FIFO buffer of the switches.

We t>erformed experiments with 4 different sets of thresholds as shown by the threshold columns.

The last row in the table shows the total buffer allocated (r = Eri) to all the TCP c<mnections for

each simulation experiment. The total buffer size was large (48000 cells) so that there was enough

space for the buffers to increase after the single packet drop. For a buffer size of 48000 cells, the total

target buffer utilizations were 29%, 43%, 57%, 71% in the 4 columns of table 1 respectively. The

selected butlbr thresholds determine the MCR achieved by each connection. For each connection,

the ratios of the thresholds to the total buffer allocation should be prop<>rtional to the ratios of the
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Table2: FifteenTCP throughputs
Experiment#
TCP ilulnber

1-3
4-6
7-9
1%12
13-15

1 2 [3
Achievedthroughputper

2.78
5.45
8.21
10.95
14.34

2.83
5.52
8.22
10.89
13.51

2.95
5.75
8.48
10.98
13.51

TCP (Mbps)(#i) ExpectedThroughput
= x

3.06

5.74

8.68

9.69

13.93

2.8

5.6

8.4

11.2

14.0

Tot. throughlmt (#) 125.21 122.97 125.04 123.35 126.0

achieved t)er-VC throughtmts to the total achieved throughput. In other words, if #i, #, ri and r

w.present the t)er-VC achieved throught)uts, total throughtmt , per-VC buffer thresholds, and total

buffer threshoht rest)ectively , then we should have

=,'i/r

or the ext)ected per-VC throughput is

t*[ = # × ri/ "

The above formula holds when all TCPs are greedy, and are trying to use Ul) their allocated

thresholds by growing their congestion window. For non-greedy sour(:es, or sources that may be

I)ottlenecked elsewhere in tile network tile thresholds must be allocated relative to tile current buffer

o(:cupaney and not statically as above. This is fllrther discussed in section 4.1.

Table 2 shows the average throughput obtained per TCP in each group for each of the tbur

simulations. The TCP throughputs were averaged over each group to reduce the eflbcts of random-

ness. The last row of tile table shows the total throughput obtained in each simulation. Based on

the TCP segment size (1024 bytes) and the ATM overhead, it is clear that the TCPs were able to

use almost the entire available link capacity (approximately 126 Mbps at the TCP layer).

The t)roportion of the buffer usable by each TCP (ri/r) before the single packet drop should

determine the proportion of the throughl)ut achieved by the TCP. Table 3 shows tile ratios (pi/# e)

for each simulation. All ratios are close to 1. This indicates that the TCP throughputs are indeed

I)roportional to the buffer allocations. The variations (not shown in tile table) from tile mean TCP
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Table 3: Fifteen TCP buffer:throughtmt ratio

Experiment #

TCP number

1-3

4-6

7-9

10-12

13-15

112 f3 14
Ratio (#i/#7)

1.(){) 1.03 1.()2 1.()8

0.98 1.(}1 1.03 1.04

{}.98 1.()() 1.0(} 1.02

(}.98 0.99 0.98 0.88

1.()2 {).98 0.97 1.{}1

throughputs increased as the total butfhr thresholds increased (fi'om left, to right across the table).

This is because the TCPs suffered a higher packet loss due to the reduced room to grow beyond

the threshold. Thus, high Imffer utilization produced more variation in achieved rate (last column

of Table 3), whereas in low utilization cases, the resulting throughputs were in proportion to the

buffer allocations.

Figure 5 shows the congestion windows of one TCP froln each group for each of the four

simulations. The graphs illustrate that the behaviors of the' TCP congestion windows are very

periodic in these cases. The average throughput achieved I)y each TCP can I)c calculated from

the graphs using equations 1 and 2. An intersting observation is that for each simulation, the

slope, s of the graphs during the linear increase are approximately the same for each TCP, i.e., for

a given simulati(m, the rate of increase of CWND is the same for all TCPs regardless of their drop

thresholds. We know that TCP windows increase by 1 segment every round trip time. We can

conclude that for a given simulation, TCPs sharing the FIFO 1)uffer experience similar queuing

delays regardless of the individual per-connection thresholds at which their packets are dropped.

This is because, if all TCP's lmffer occupancies are close to their respective thresholds (ri), then

when a packet arrives at the buffer, it is queued l)ehind (:ells from E(ri) packets, regardless of the

connection to whi(:h it I)ehmgs. Consequently, each TCP experiences the same average queuing

delay.

However, as the total buffer threshold increases (from exl)eriment (a) to (d)), the round trip

time for each TCP increases because of the larger total (tueu(_ size. The larger threshold also results

in a larger congestion window at which a packet is dropped. A larger congestion window means

that TCP can sen(t more segments in one r(mnd trip time. But, the round trip time also increases
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Figure 5:15 TCP rate control by packet drop
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proportionally to tlle increase in CWND {due to tile increasing queuing delay of the 15 TCPs

bottlenecked at the first switch}. As a result, the average throughput achieved by a single TCP

remains almost the same (see table 2) across the simulations.

The following list summarizes the observations fi'om the graphs:

1. TCP throughput can t)e controlled by controlling its congestion window, which in turn, can

be controlled by setting l)uffer thresholds to drol) packets.

2. With a FIFO buffer, the average throughput achieved by a connection is proportional to the

fraction of the buffer occupancy of the connection's ('.ells. The achieved TCP throughput is

indeI)endent of the absolute number of bytes from that TCP in the buffer, but on the relative

number of bytes it the buffer.

3. As long as the fraction of troffer occupailcy of a TCP (:an be controlled, its relative throughtmt

is indel)endent of the total nmnber of packets in the buffer, and det)ends 1)rimarily on the

fraction of packets of that TCP in the 1)uffer.

4. At a very high buffer utilization, packets may be dropped due to buffer unavailability. This

results in larger variations in TCP throughputs. At very high thresholds, the queuing delay

also increases significantly, and may cause the TCP sources to timeout.

5. At very low buffer thresholds (high loss rates), TCP SOllrces I)e.conle unstable and tend to

timeout. Also, very low troffer occupancies result in low network utilization. Sin(:e TCP can

maintain a flow of 1 CWND worth of packets each round trip time, a total buffer occupan(:y

of 1 bandwidth-delay product should provide good utilization [13].

4 The Differential Fair Buffer Allocation Scheme

In this section we descrit)e the DFBA buffer management scheme that provides minimum rate

guarantees to TCP/IP traffic. The scheme is based on the princit)les descril)ed ai)ove and uses

per-VC accounting and thresholds to control TCP rates. The schenm stores the nmnt)er of cells

of each active VC in the buffer, where active VCs are those with at least one cell in the buffer.
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As a result,the DFBA schemeis scalablewith respectto tile numl)erof VCs,andonly maintains

fairnessamongthe activeVCs. Anotherfeatureof DFBA is that it usesdynamicthresholdsto

determinethe fairnessof the individual VCs. Dynamicthresholdsallow the schemeto maintain

apI)roximatemax-rainfairnessamongremainingVCswhenotheractiveVCsarenot usingtheir

entireguarantee(trates.

4.1 DFBA Description

The DiflbrentialFair BufferAllocation (DFBA) schemeusesthe currentqueuelength(bufferoc-

cupancy)asan indicatorof networkload. Theschemetries to maintainanoptimal loadsothat

the networkis efficientlyutilized,yet not congested.Figure6 illustratesthe operatingregionfor

DFBA. Thehigh threshoht(H) and thelow threshold(L) ret)resentthe cliff andthe kneeresI)ec-

tivelyof theclassicalloadversus(telay/throughputgraph.Thegoalis to ol)eratebetweentheknee

and the(:lift.

ilni|i ¸

Figure 6: DFBA Target Operating Region

In addition to efficient network utilization, DFBA is designed to allocate buffer capacity fairly

amongst competing VCs. This allocation is proportional to the MCRs of the respective VCs. The

following variables are used l)y DFBA to fairly allocate buffer space:

X = Total buffer occupancy at any given time

L = Low buffer threshold

H = High buffer threshold
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MCRi = MCR guaranteed to VCi

Wi = Weight of VCi = MCRi/(GFR capacity)

W = EW/

Xi = Per-VC troffer occupancy (X = EXi)

Zi = Parameter (0 < Zi <_ 1)

DFBA maintains tile total tmfl>r occupancy (X) between L and H. When X falls below L, the

schenm attmnpts to bring the system to efficient utilization by accepting all incoming packets. When

X rises above H, the scheme tries to control congestion by t)erforming EPD. When X is between

L and H, DFBA attempts to allocate buffer space in proportional to the MCRs, as deterinined by

the Wi for each VC. When X is between L and H, the scheme, also drops low priority (CLP=I)

packets so as to ensure that sufficient buffer occupancy is available for CLP=0 packets.

Figure 7 illustrates the fbur operating regions of DFBA. The graph shows a plot of the current

troffer occupancy X versus the normalized fair troffer occupancy (Xi) for VCi. If VCi has a weight

W,, then its target troffer occupancy (Xi) should be X x Wi/W. Thus, the normalized buffer

occupancy of VCi can be defined as J(i = Xi x W/W,i. The goal is to kee t) A_i as close to X as

possible, as indicated by the solid y = x line in the graph. Region 1 is the underload region, in

which the current troffer oCCUl)ancy is less than the low thre, shold L. In this case, the scheine tries

to improve efficiency. Region 2 is the region with mihl congestion because X is above L. As a

result, any incoming packets with CLP=I are dropped. Region 2 also indicates that VCi has a

larger buffer occupancy than its fair share (since Xi > X x Wi/W). As a result, in this region, the

scheme drops some inconfing CLP=0 packets of VCi, as an indication to the VC that it is using

more than its fair share,. In region 3, there is miht congestion, but VCi's Imffer occupancy is below

its fair share. As a result, only CLP=I t)ackets of a VC are dropped when the VC is in region 3.

Finally, region 4 indicates severe congestion, and EPD is performed here.

In region 2, the packets of VCi are. dropped in a probal)ilistic manner. This drop t)ehavior is

controlled by the drop prot)ability flmction P{drop}. This is fllrther discussed below. Figure 8

illustrates the drop conditions for DFBA.
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Figure 7: DFBA Drop Regions

......................... =..mm|_|&

Figzzre 8: DFBA B_affer Occupancies for Drop

Figures 11, 13 and 12 in the appendix contain the complete pseudocode for DFBA. The pseu-

docode is triggered by three events

• Switch Initialization (Figure 11): This sets the buffer occupancy variables (global and per-

VC) to 0. The number of active VCs (N) is also set to zero. The variable 'Middle' indicates

if a frame is being received for that VC, and the variable 'Drop' indicates if the frame being

received (if Middle is true) is being discarded or accepted.

• Dequeuing of a cell (Figure 12): The global and individual buffer occupancies are decre-

mented. If a VC becomes inactive then the mnnber of active VCs and the total weights are

also ui)dated.

• Receipt of a cell (Figure 13): The DFBA algorithm is only applied to the first (:ell of every

packet. If the first cell t)asses the DFBA tests, it is accepted, else it is discarded. For the
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remMning cells of the frame, the DFBA tests are not perfornmd. The cells are accepted or

discarded depending on the action of the first cell. An exception is made for the last cell

of a frame. Tile GFR standards advise not to discard tile last cell of a frame so that frame

delineation information can be carried on. As result, the last (:ell of a frame is not discarded

in the pseudocode. The last cell can be discarded if all the previous (:ells in the frame were

also discarded. This does not affect the properties of the scheme, especially for larger fralne

sizes.

4.2 DFBA Drop Probability

The probability for dropping packets from a VC when it is in region 2 can be based on several

factors. Probabilistie drop is used by several schemes including RED and FRED. The purpose of

probabilistic drop is to notify TCP of congestion so that TCP backs off without a timeout. An

aggressive drop policy will result in a TCP timeout. Different drop probai)ility flmctions have

different effects on TCP behavior. In general, a simple probability flmction can use RED like drop,

while a more complex function can depend on all the variables defined above.

A sample drop probability can be defined using two main components

1. A fairness component, and

2. An efficiency component.

Thus, P{drop} = ill(Fairness component, Efficiency component). The contribution of the fair-

hess component increases as the VC's buffer occupancy Xi increases abow_ its fair share. The

contribution of the efficiency component increa_ses as the total buffer occupancy increases above L,

A sample flmction could increase linearly as Xi increases from X x I/Vi/W to X, and as X increases

from L to H. As a result, the drop probability is given by

Xi-X x Wi/W X- L

P{drop} = Zi × (e, x X x (1 - Wi/W) + (1 - ct)_-7-£_ L)

The parameter a is used to assign appropriate weights to the fairness and efficiency components

of the drop probability. Zi allows the. scaling of the complete probability function based on per-VC

characteristics. It ha_s been shown that for a given TCP comlection, a highe.r packet loss rate. results
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ill a lower average TCP window. As a result, a higher drop probability also results in a lower TCP

window. In fact, it has been shown that tbr random packet loss, tile average TCP window size is

inversely proportional to the square root of the packet loss probability. As a result, the average

TCP data rate D is given by

1
Do(

CP{,trop}

The data rate is in fact determined by the window size and the RTT of the connection. To

maintain a high data rate, the desired win(tow size should be large. As a result, the drop probability

should be small. Similarly when the RTT is large, a larger window is needed to support the same

data rate (sin('e the delay-I)andwidth product increases). As a result, a smaller drop rate should

t)e used. DFBA (:an |)e tuned to choose a small Zi fi)r large latency VCs, as ill the (:ase of swit(:hes

('ommeted to satellite hol)s, or for VCs with high MCRs.

The probai)ilistic drop also randomizes the packets dropped within a VC. As a result, the scheme

can maintain fairness among the TCPs within a VC. This can be accomplished by using an RED

like (h'o I) t)rol)at)ility.

4.3 DFBA Thresholds

The ot)eration of DFBA is based on two stati(: thresholds (L and H) and tile per-VC dynamic

threshohls X × I:Vi/[V. These threshohts (letermine the overall and per-VC t)uffer occupancies. To

maintain high throught)ut, the average total buffer occupancy must be close to the l)andwidth-delay

t)ro(hwts of the TCP ('onne('tions [13].

()n a per-VC level. DFBA employs a dynamic threshold strategy an opposed to a static thresh-

oht. When all sources are infinitely greedy, static thresholds can sometimes provide equivalent

guarantees. However, when the number and the data rate of sources is dynamic, static thresholds

cannot provide max-rain t)firness among comt)eting conne('tions. An an example, consider a s('henm

that alh)cates a stati(" fraction of the buffer capacity to VCs depending on their MCRs. Consider a

l)uffer size of 100 (:ells, a link data rate of 100 cells per sec, and three active VCs to be allocated 0.5,

0.25 and 0.25 of the cat)aeity. The static thresholds in this case are 50, 25 and 25 (:ells resi)ectively.

Consider two possible schemes. The first scheme drops incoming I)ackets of a given VC as
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soon as tile VCs buffer occupancy exceeds its static: threshold. Suppose that tile first two VCs are

bottlenecked elsewhere in tile network, and only have 1 cell each in the buffer (so they are counted

as active). 1Regarctless of the traffic condition, VC3's cells are dropped probabilistically as soon as

its buffer occupancy exceeds 25 (:ells. However, if the bandwidth-delay t)roduct of VC3 is more

than 25 cells, then the 1)uffer will emI)ty out t)efore the TCPs in VC3 have a chance to re,plenish it

with the next window of I)ackets. As a result, the link will t)e underutilized.

The second scheme fixes the underutilization prol)lem by using a low threshold L like DFBA, so

that if the total 1)uffer occupancy is less than L, then all I)ackets are accepted. When the total l)uffer

occupancy exceeds L, then incoming packets are checked, and if their per-VC buffer occupancies

exceed the static threshold, then the packets are dropt)ed. Consider the above examI)le again, and

this time suppose only VC1 is t)ottlenecked elsewhe, re, while VC2 and VC3 are vying for a fair

share of the capacity. Suppose that t)ased on the network configuration, the threshoht L is set to

60 cells, and t)oth VC2 and VC3 currently have 25 cells each in the buffer while VC1 has no (:ells

(inactive). Now more cells from VC2 are rece, ived, and since the total I)uffer occut)ancy (50 cells)

is less than L, these cells are accepted. When the buffer occul)ancy crosses L, VC2 ha_s 35 cells and

VC1 has 25 cells in the t)uffer. Now if cells of VC3 are received, these (:ells are dropped 1)ecause X

> L and VC3's buffer occupancy is more than the static: threshold. This will result in unfairness

between VC2 and VC3 because VC2 will get more than VC3 although both were guaranteed an

equal amount of the capacity.

In case of a dynamic threshold like in DFBA, VC3's (:ells will not be dropped because its per-VC

buffer occut)ancy (25 (:ells) is less than its proportional share (since only two VCs are active) of the

total buffer occupancy (60 cells). It will be able to share the usused capacity equally with VC2.

5 Simulation Configuration

The test results presented here are with DFBA for ATM interconnected TCP/IP networks. Figure

4 illustrates the basic test configuration. The figure shows 5 local IP/ATM edge swit(:hes connected

to backbone ATM switches that iml)lement GFR. Each local switch carries traffic from nmltit)le

TCPs as shown in the figure. The 1)ackbone link carries 5 GFR VCs, one from each local network.
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EachVC thuscarriestraffic from severalTCP connections.Tile lengthof the localhopis denoted

by x kin, andthe lengthof the backbonehopis denotedby y km.

In our simulations,wevariedfiw'_keyparameters:

1. Numberof TCPs.Weused10TCPsperVC and 20TCPsper VC for a total of 50and 100

TCPs respectively.

2. Per-VCMCR allocations.Twosetsof MCRswerechosen.In thefirst set, theMCR values

were12,24,36,48and69kcells/secfor VCs1...5 respectively.This resultedin a total MCR

allocationof about50%of the GFRcapacity.In the secondset, the MCR.swere20,40,60,

80and 100kcells/secfor VCs 15 respectively, giving a total MCR allocation of 85% of the

GFR capacity.

3. Buffer size. We first used a large buffer size of 25 kcells in the bottleneck backbone switch.

We also analyzed DFBA performance with buffer sizes of 6 kcells, and 3 kcells.

4. Zi. In most cases, the value of Zi was chosen to be 1. We studied the effect of Zi by decreasing

it with increasing Wi.

5. In most cases, we fixed x=10 km and y=1000 kin. This reflects a typical topology with local

networks connected through a backbone GFR VC. We also analysed the effect of heterogenous

TCP RTTs by setting x=5000km for VC3 in one sinmlation configuration.

The GFR capacity was fixed to the link rate of 155.52 Mbps (approx. 353207 cells per see).

t_ is fixed to 0.5 in this study. All TCP sources were persistent TCPs with SACK. The SACK

implementation is based on [14]. Based on previous studies, [9], we set the thresholds L and H to

0.5 and 0.9 of the buffer capacity respectively. In the next section, we present the key results to

show that DFBA provides MCR guarantees to TCP traffic. A complete parameter study of DFBA

is presented in a filture paper.
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Figure9: DFBA SimulationConfllration

Table4: DFBA: 50 TCPs 5 VCs, 50% MCR Allocation

MCR4.61 11.86

9.22 18.63

13.82 24.80

18.43 32.99

23.04 38.60

69.12

Throughput Excess Excess/MCR
7.25

9.42

10.98

14.56

15.56

126.88 57.77

1.57

1.02

0.79

0.79

0.68

6 Simulation Results

Table 4 shows achieved throughput for a 50 TCP configuration. The total MCR allocation is 50%

of the GFR capacity. The Wi vahles for tile VCs are 0.034, 0.068, 0.102, 0.136, and 0.170. The

achieved throught)ut column shows the total end to end TCP throughtmt for all the TCPs over

the rest)ective VC. The table shows that the VCs achieve the guaranteed MCR. Although the VCs

with larger MCRs get a larger share of the umlsed caI)a('ity, the last cohmm of the table indicates

that the excess ba1_dwidth is however not shared in proportional to MCt{. This is mainly because

the drop probabilities are not scaled with respect to the MCRs, i.e., I)ecause Zi = 1 for all i. The

total efficiency (achieved throughput over maximmn possible throughtmt) is close to 100%.

Table 5 illustrates the performance of DFBA when 85% of the GFR cat)acity is allocated as the

MCR values. In this case, the Wi's are 0.057, 0.113, 0.17, 0.23, and 0.28 for VC's 1...5 respectively.

The table again shows that DFBA meets the MCR guarantees for VCs carrying TCP/IP traffic.

Table 6 validates the scheme tbr a larger number of TCPs. Each VC now carries traffic fi'oIn 20
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Table5: DFBA: 50 TCPs 5 VCs, 85% MCR Allocation

MCR

7.68 12.52

15.36 18.29

23.04 25.57

30.72 31.78

38.40 38.72

115.2

Throughput Excess Excess/MCR
4.84

2.93

2.53

1.06

0.32

126.88 11.68

0.63

0.19

0.11

0.03

0.01

Table 6: DFBA: 100 TCPs 5 VCs, 85% MCR Allocation

MCR

7.68 11.29

15.36 18.19

23.04 26.00

30.72 32.35

38.40 39.09

115.2

Throughput Excess Excess/MCR

3.61

2.83

2.96

1.63

0.69

126.92 11.72

0.47

0.18

0.13

0.05

0.02

TCP c(mnections, for a total of 100 TCPs. Tile total MCR allocation is 85% of the GFR capacity.

All MCRs guarantees are met fi)r a large numt)er of TCPs and high MCR allocation.

Figure 10 illustrates the buffer occupancies of tile 5 VCs in the bottleneck backbone switch. Tile

figure shows that DFBA controls tile switch t)uffer occupancy so that VCs with a lower MCR have

a lower buffer occupancy than VCs with a higher MCR. In fact the average buffer occupancies are

in t)roportion to the MCR vahms, so that FIFO scheduling can ensure a long-term MCR guarantee.

Figure 10: Pcr-VC Buffer OccuI)ancy Levels

Tables 7 and 8 show that DFBA provides MCR guarantees even when the bottleneck backbone
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Table 7: DFBA: Effect of Buffer Size (6 kcells

MCR

7.68 11.79

15.36 18.55

23.04 25.13

30.72 32.23

38.40 38.97

115.2

Throughput Excess Excess/MCR
4.11

3.19

2.09

1.51

0.57

0.54

0.21

0.09

0.05

0.01

126.67 11.47

Tat)lc 8: DFBA: Effect of Buffer Size (3 kcells)

ExcessMCR Throughl)ut

7.68 10.02

15.36 19.32

23.04 25.78

30.72 32.96

38.40 38.56

t15.2

2.34

3.95

2.74

2.24

0.16

126.63 11.43

Ex(:ess/MCR
0.30

0.26

0.12

0.O7

0.00

switch has small tmfl'ers (6 k(:ells and 3 kcells respectively). Tile configuration uses 100 TCPs with

85% MCR allocation.

Table 9 shows the effe(:t of Zi oil the fairness of' the schenm in allocating excess bandwidth. We

selected 2 wdues of Zi t)ased on the weights of the VCs. In the first experiment, Zi was selected

to be (1 - W,/W) so that VCs with larger MCRs have a lower Zi. N the second ext)eriment, Zi

was selected to t)e (1 - Wi/W) 2. The table shows that in the second case, sharing of the excess

capacity is ch)sely r(;late(l to the MCRs of the VCs. An analytical assessment of the effect of Zi on

the excess cai)acity allo(:atioll l)y DFBA is a topic of filrther study.

Table 9: DFBA: Effect of Z_

Zi = 1 - Wi/W Zi = (1 - W:i/W) '2

Ex(:ess Excess/MCR Excess Ex(:ess/MCR

3.84

2.90

2.27

2.56

0.02

0.50

0.19

0.10

0.08

0.02

0.53

2.97

2.77

2.39

3.14

0.07

0.19

0.12

0.08

0.08
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7 A Framework for Buffer Management

Several recent papers haw_' focussed on fair buffer management for network traffic. All these pro-

l)osals all drop packets when tile troffer occupancy exceeds a certain threshold. Tile proposals for

troffer managenmnt can be classified into four groups based on whether they maintain multiple

troffer occupancies (Multiple Accounting - MA) or a single global buffer occupancy (Single Ac-

counting SA), and whether they use multiple discard thresholds (Multiple Threshohts MT) or a

single global discard Threshold (Single Threshold - ST). The SA schemes maintain a single count of

the nmnl)er of (:ells currently in the buffer. The MA schemes classify the traffic into several classes

and inaintain a separate coun{ fi)r the munber of cells in the bufl'er for each (:lass. Typically, each

class correcponds to a single connection, and these schenms maintain per-connection occupancies.

In cases where the mnnber of connections far exceeds the buffer size, the added over-head of per-

connection acc(mnting lnW be very expensive. In this case, a set of active connections is defined as

those connections with at least one packet in the buffer, and only the buffer occupancies of actiw;

connections are inaintained.

Schemes with a global threshold (ST) compare the buffer occupancy(s) with a single threshold

an(t drop packets when the lmffer occupancy exceeds the threshoht. Multiple thresholds (MT) can

t)e maintained corresponding to (:lasses, commotions or to provide differentiated services. Several

modifications to this drop behavior can be implemented. Some schemes like RED and FRED

corot)are the average(s) of tim buffer occupancy(s) to the threshold(s). Some like EPD maintain

static threshold(s) while others like FBA maintain dynamic threshold(s). In some, packet discard

may t)e probabilistic (RED) while, others drop packets deternfinistically (EPD/PPD). Finally, some

schemes may differentiate packets based on packet tags. Examples of packet tags are the CLP bit

in ATM ce, lls or the TOS octet in the IP header of the IETF's differentiated services ar(:hitecture.

Tal)le 10 lists the four (:lasses of buffer management schemes and examl)les of schemes for these

classes. The examt)le schemes are briefly dis('ussed below.

The first SA-ST schemes included Early Packet Discard (EPD), Partial Packet Discard (PPD)

[15] and Ran(tom Early Detection (RED) [20]. EPD and PPD improve ne, tw(,rk efficiency l)ecause

they minimize the transmission of partial packets by the network. Since they do not discriminate
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between connections in dropping packets, these schenles are unfair in allocating bandwidth to

competing connections [9]. For example, when tile buffer occupancy reaches the EPD threshold,

the next incoming packet is dropped even if the packet t)elongs to a eonnectkm that is has rec,eived an

unfair share of the bandwidth. Random Early De,tection (RED) maintains a global threshold for the,

average queue. When the average queue exceeds this threshold, RED drops packets prot)abilistk:ally

using a uniform random variable as the, droI) prol)ility. The basis for this is that uniform drot)t)ing

will drop packets in prot)ortkm to the inlmt rates of the c(mnections. C(mnections with higher

int)ut rates will lose proportionally more packets than COnllections with lower intmt rates, thus

maintaining equal rate allocation.

However, it has t)een .shown in [16] that proportional dropt)ing cannot guarantee equal t)an(t-

width sharing. The paper also contains a proposal for Flow Random Early Drop (FRED). FRED

maintains per-connection Imffer occut)aneies and drops packets t)rol)at)ilistically if the per-connection

occupancy exceeds the average queue length. In addition, FRED ensures that each connection has

at least a minimum imml)er of l)ackets in the queue. In this way, FRED ensures that each flow has

roughly the same munl)er of packets in the buffer, and FCFS scheduling guarantees equal sharing

of bandwidth. FRED can be classified as one that maintains per-comw, ction queue lengths, trot has

a global threshold (MA-ST).

The Selective Drop (SD) [9] and Fair Bum,r Allocation (FBA) [7] schemes are MA-ST schemes

proposed for the ATM UBR service category. These schemes use t)er-connection accounting to

Table 10: Classification of Buffer Management Schemes

Group Examples Threshold Type Drop Tyt)e Tag/TOS sensitive

(Static/Dynamic) (Deterministic/Prot)abilistie) (Yes/No)

SA-ST EPD, PPD Static Deterministic No

RED Static Probabilistic No

MA-ST FRED Dynamic Prot)abilistic No

SD, FBA Dynamic Deterministic No

VQ+Dynamic EPD Dynamic Deterministic No

MA-MT PME+ERED Static Probabilistic Yes

DFBA Dynamic Probabilistlc Yes

VQ+MCR scheduling Dynamic Deterministic No

SA-MT Priority Drop Static Deterministic Yes
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maintain tile current buffer utilization of each UBR Virtual Channel (VC). A fair allocation is

calculated for each VC, and if the VC's buffer occupancy exceeds its fair allocation, its subsequent

incoming packet is dropped. Both schemes maintain a threshold R, as a fraction of the buffer

capacity K. When the total buffer occupancy exceeds R×K, new packets are dropped depending

Oll the VCi's buffer occupancy (Y,). In the Selective Drop scheme, a VC's entire packet is dropped

if

(X > R) AND (I4' × Na/X > Z) (Selective Drop)

(X > R) AND ()_ × N,/X > Z × ((K - R)/(X - R))) (Fair Buffer Allocation)

where N_ is the number of active VCs (VCs with at least one (:ell the buffer), and Z is another

threshold parameter (0 < Z _< 1) used to scale the effective drop threshold.

Tim Virtual Queuing (VQ) [18] scheme is unique because it achieves fair buffer allocation by

ennflates on a single FIFO queue, a per-VC queued round-robin server. At each cell transmit time,

a per-VC accounting variable (_) is decremented in a round-rol)in manner, and is incremented

wtmnever a cell of that VC is admitted in the buffer. When 1//exceeds a fixed threshold, incoming

packets of the ith VC are dropped. An enhancement called Dynamic EPD changes the above drop

threshold to iu('lude only those sessions that are sending less than their fair shares.

Since the above MA-ST schemes comI)are the per-connection queue lengths (or virtual variables

with equal weights) with a global threshold, they can only guarantee equal buffer occupancy (and

thus throughput) to the comt)eting connections. These schemes do not allow for specifying a

guaranteed rate for connections or groups of connections. Moreover, in their present forms, they

cannot sut)port packet priority based on tagging.

Another enhancement to VQ, called MCR scheduling [17], proposes the enmlation of a weighted

scheduler to provide Minimum Cell Rate (MCR) guarantees to ATM connections. In this scheme,

a per-VC weighted variable (W,i) is maintained, and compared with a global threshold. A time

interval T is selected, at the end of which, Wi is incremented by MCR/ × T for each VC i. The

reinaining algorithin is similar to VQ. As a result of this weighted update, MCtLs can be guaranteed.

However, the implenmntation of this scheme involves the update of Wi for each VC after every time

T. To 1)rovide tight MCR bounds, a smaller vahm of T must be chosen, and this increases the
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comt)lexityof the scheme.For besteffort traffic (like UBR), thousandsof VC couldbe sharing

the buffer,and this depen<tenceon tile nmnberof VCsis not all etfieientsolution to the l>uffer

managenmntproblem.Sincethevariable_giisul)dateddifferentlyfor eachVC i, this is equivalent

to having different thresholds for ea(:h VC at the start of the interval. These thresholds are then

updated in the oI)t)osite direction of Wi. As a result, VQ+MCR scheduling can be classified as a

MA-MT scheme.

[19] proposes a coInt)ination of a Packet Marking Engine (PME) and an Enhanced RED scheme

based on t)er-connection accomiting and multiple thresholds (MA-MT). PME+ERED is designed

for the IETF's differentiated services architecture, and (:an provide loose rate guarantees to con-

neetions. The PME ineasures t)er-eommction bandwidths and t)robal)ilistically marks packe, ts if the

measured bandwidths arc lower than the target bandwidths (nmltit)le thresholds). High priority

packets are marked, and low priority packets are umnarked. The ERED mechanism is similar to

RED except that the prot)ability of discarding marked mackets is lower that that of discarding

umnarked packets. The PME in a no(te calculates the ot)served bandwidth over an update interval,

by counting the mmll)er of at:eel)ted packets of each ('(mneetion by the node. Calculating bandwidth

can t)e eomt)lex that may require averaging over several time intervals. Although it has not been

tbrmally proven, Enhanced RED can suffer fi'oin the same prot)lem as RED because it does not

consider the mmlber of packets actually in the queue.

A simt)le SA-MT scheme can be designed that inq)lements multit)le thresholds based on the

packet priorities. When the global queue length (single accounting) exceeds the first threshold,

packets tagged as lowest priority arc dropped. When tile queue length exceeds the next threshold,

packets from the lowest and the next priority are dropped. This process continues until EPD/PPD

is t)erformed on all packets. The perfi)rman(:e of such schemes needs to be analyzed. However, these

schemes cannot provide per-connection throughput guarantees and suffer from the same prol)lem

as EPD, because they do not differentiate t)etween overloading and underloading connections.

Table 11 illustrates the fairness properties of the four buffer management grout)s presented

above.
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Table 11: Properties of Buffer Management Schemes

Group Equal bandwidth Weighted bandwidth

allocation allocation

SA-ST No No

MA-ST Yes No

MA-MT Yes Yes

SA-MT

8 Concluding Remarks

Ill this paper, we have used FIFO buffers to control TCP rates by buffer management. An ot)timal

set of thresholds should be selected that is high enough to provide sufficient network utilization,

an(l is low enough to alhiw stable operation. The achieved TCP throughputs are in proportion to

the fraction of the average buffer occupied by the VC.

This paper does not study the effect of non-adaptive traffic (like UDP) on the drop policy. It

apt)ears that for non-adaptive traffic, the thresholds must be set lower than those for adaptive traffic

(for the same MCR), and the (tropping should be more strict when the buffer occupancy crosses

the threshold. However, the scheme works well when non-adaptive traffic is queued separately from

adaptive traffic. A general scheme can t)e designed by defining an adaptivity metric that determines

the drot)ping rate for example, a higher adaptivity metri(: would inean t)etter response to packet

drop, and a h)wer dro t) rate (or drop probability). Thus TCP would have a higher adaptivity

lnetric than UDP, and even within TCP, longer lived connections of ftp traffic: would have a higher

adaptivity metric than short lived WWW connections. This a t()pi(: for filrther study in general

t)ehavior of flows in rest)onse to various pack drop rates.

In this paper we have not studied the effect of network based tagging in the context of GFR.

In the strict sense, GFR only provides a low CLR guarantee to the CLP=0 cell stream i.e., the

(:ells that were not tagged by the source and passed the GCRA conformance test. However, when

source (this could be a non-ATM network element like a router) based tagging is not performed,

it is not (:lear if the CLP0 stream has any significance over the CLP1 stream. Moreover, network

tagging is an option that must be signaled during commction establishment.

Although troffer management techniques provide a useful traffic management mechanism for
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best effort, services they have certain inherent limitations ill their ability to recognize flows. Per-

flow accounting schemes depend on their ability to recognize flows ill the traffic. In ATM, these flows

take the form of ATM VCs, while in IP, flows can be constructed from the IP header using the five-

tuple consisting of the source IP address, destination IP address, Tranport protocol (TCP or UDP),

and TCP/UDP source and destination port numbers. With new developments in Multiprotocol

Label Switching (MPLS), and differentiated-services, flow classification can be achieved at a coarser

level using the MPLS Label Switch Paths (LSP), and the six bits of the Differentiated Services

Code Point (DSCP) in the Type of Service byte of tile IP header. For TCP traffic, throughput

is inherently del)endent on the round trip time (RTT) of the connection. For tile same loss rate,

TCP commctions with a shorter RTT will achieve a higher throughput than those with a longer

RTT. If a single ATM VC or IP flow carries TCP connections with different RTTs, then a per-flow

accounting scheme that does not differentiate the TCP commotions within the flow will not be

able to guarantee fair allocation of throughlmt to the TCPs with different RTTs. RED suffers

from these limitation because it does not distinguish TCP connections. FRED provides a solution,

lint needs to a(:comlt for each TCP flow. A more scalable version of FRED can be designed to

classify flows base(l on IP headers described at)ore, but would have the stone limitations as RED

for individual TCPs within a flow. DFBA and other VC t)ascd schemes cannot guarantee, fairness

to TCPs within a VC tbr the same reason.
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9 Appendix: Pesudocode

X 0

N 0

For each VC i

Middle/

Drop/

Xi 0

FALSE

FALSE

Figure 11: Initialization

Xi Xi - 1
X X-1

IF (Xi = 0) THEN
N N-1

w w-w,
ENDIF

Figure 12: Cell dequeued
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IF ((:ellisNOT the last (:ellof the pkt) THEN
IF (NOT (Middlei)) THEN

((x _ L)v
(Xi > X x Wi/W A X < H A rand_var > P{drop} A CELL.CLP = 0)V

(Xi < X x Wi/W A X < H A CELL.CLP = 0)) THEN

Middlci TRUE

IF (X, = 0) THEN
N N+I

W W + I4_

ENDIF

Xi Xi + 1

X X+I

Enqueuc cell

ELSE

ELSE

Middle/ TRUE

Drop/ TRUE

Drop cell

ENDIF

ELSE

IF (Dropi) THEN

Drop (:ell

ELSE

Enqueue cell if possil)le

IF (enqueue(1) THEN

IF (X_ = 0) THEN
N N+l

W W + Wi

ENDIF

Xi Xi + 1

X X+I

ELSE

ENDIF

ENDIF

ENDIF

Drop/ 1

Enqueue cell if I)ossiblc

Middle/ FALSE

Drop/ FALSE

IF (Enqueued) THEN

IF (X_ = 0) THEN
N N+I

W W+Wi
ENDIF

Xi Xi + 1

X X+I

ENDIF

ENDIF

Figure 13: Cell Received
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1 Introduction

Section VII.2 of the baseline text describes two sample implementations of the GFR
service. We propose the following text to be added to modify section VII.2.

2 Motion

The following text should be used a replacement for section VII.2 in the baseline text
document:

VII.2 Example Designs and Implementations of the GFR Service

There are three basic design options that can be used by the network to provide the per-
VC minimum rate guarantees for GFR -- tagging, buffer management, and queueing:

Tagging: Network based tagging (or policing) can be used as a means of marking
non-conforming packets before they enter the network. This form of tagging is
usually performed when the connection enters the network. Network based tagging on
a per-VC level requires some per-VC state information to be maintained by the
network. Tagging can isolate conforming and non-conforming traffic of each VC so

that other rate enforcing mechanisms can use this information to treat the conforming
traffic in preferentially over non-conforming traffic. For example, policing can be
used to discard non-conforming packets, thus allowing only conforming packets to
enter the network.

Buffer management: Buffer management is typically performed by a network
element (like a switch or a router) to control the number of packets entering its
buffers. In a shared buffer environment, where multiple VCs share common buffer

space, per-VC buffer management can control the buffer occupancies of individual
VCs. Per-VC buffer management uses per-VC accounting to keep track of the buffer
occupancies of each VC. Examples of per-VC buffer management schemes are
Selective Drop and Fair Buffer Allocation. Per-VC accounting introduces overhead,

but without per-VC accounting it is difficult to control the buffer occupancies of
individual VCs (unless non-conforming packets are dropped at the entrance to the
network by the policer).

Scheduling: While tagging and buffer management control the entry of packets into
a network element, queuing strategies determine how packets are scheduled onto the
next hop. In a FIFO queue, packets are scheduled in the order in which they enter the
buffer. As a result, FIFO queuing cannot isolate packets from various VCs at the
egress of the queue. Per-VC queuing, on the other hand, maintains a separate queue
lor each VC in the buffer. A scheduling mechanism can select between the queues at
each scheduling time. However, scheduling adds the overhead of per-VC queuing and
the service discipline.

Table 1 lists the various options available for queuing, buffer management and support
for tagged cells. A switch could use any of the available options in each category for its
GFR implementation.
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Table 1 GFR Options

Queuing

Buffer Management

Tag Sensitive Buffer
Management

FIFO

Global Threshold

(No per-VC
accounting)

Supported

Per-VC

Per-VC Threshold

(per-VC
accounting)

Not Supported

The following subsections list some sample GFR implementations based on this
framework. Section VII.2.1 presents an implementation that uses Per-VC queuing with

per-VC thresholds for untagged cells, as well as support for treating tagged cells
separately from untagged cells. Section VII.2.2 presents a sample implementation with
FIFO queuing and two global thresholds, i.e., it is sensitive to tags, but does not employ
per-VC buffer management. Section VII.2.3 describes the Differential Fair Buffer
Allocation Policy that uses FIFO queuing, per-VC thresholds and supports tagging by the
source or the network.

VII.2.1 GFR Implementation using Weighted Fair Queuing and per-VC
accounting

(Unchanged)

VII.2.2 GFR Implementation Using Tagging and FIFO Queue

(Unchanged)

VII.2.3 GFR Implementation Using Differential Fair Buffer Allocation

Differential Fair Buffer Allocation (DFBA) uses the current queue length as an indicator
of network load. The scheme tries to maintain an optimal load so that the network is

efficiently utilized, yet not congested. In addition to efficient network utilization, DFBA
is designed to allocate buffer capacity fairly amongst competing VCs. This allocation is
proportional to the MCRs of the respective VCs. The following variables are used by
DFBA to fairly allocate buffer space:

• X = Total buffer occupancy at any time

• L = Low buffer threshold

• H = High buffer threshold

• MCRi = MCR guaranteed to VCi

• Wi = Weight of VCi = MCRi/(GFR capacity)

• W=EWi

• Xi = Per-VC buffer occupancy (X = Z Xi)

• Zi = Parameter (0 <= _ <= 1)
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DFBA tries to keep the total buffer occupancy (X) between L and H. When X falls below

L, the scheme attempts to bring the system to efficient utilization by accepting all
incoming packets. When X rises above H, the scheme tries to control congestion by
performing EPD. When X is between L and H, DFBA attempts to allocate buffer space in
proportional to the MCRs, as determined by the Wi for each VC. When X is between L
and H, the scheme also drops low priority (CLP=I) packets so as to ensure proportional
buffer occupancy for CLP=0 packets.

Xi(W/Wi}

X<L

I

I

I

I

I

I

I
V

I

I
(L< X < H) AND

Xi(W/Wi) > X I

I (L< X < H) AND
Xi(W/W0 < X

I

I

I

I

I "_.............

I
• X>H
I

I

I "_.............

IP

The figure above illustrates the four operating regions of DFBA. The graph shows a plot
of the current buffer occupancy X versus the normalized fair buffer occupancy for VCi. If
VCi has a weight Wi, then its target buffer occupancy should be X*Wi/W. Thus, the
normalized buffer occupancy of VCi is Xi:_W]'Wi . The goal is to keep this normalized
occupancy as close to X as possible, as indicated by the solid line in the graph. Region 1
is the underload region, in which the current buffer occupancy is less than the low
threshold L. In this case, the scheme tries to improve efficiency. Region 2 is the region
with mild congestion because X is above L. As a result, any incoming packets with
CLP=I are dropped. Region 2 also indicates that VCi has a larger buffer occupancy than
its fair share (since Xi > X*Wi/W). As a result, in this region, the scheme drops some
incoming CLP=0 packets of VCi, as an indication to the VC that it is using more than its
fair share. In region 3, there is mild congestion, but VCi's buffer occupancy is below its
fair share. As a result, only CLP= 1 packets of a VC are dropped when the VC is in region
3. Finally, region 4 indicates severe congestion, and EPD is performed here.

In region 2, the packets of VCi are dropped in a probabilistic manner. This drop behavior
is controlled by the parameter Zi, whose value depends on the connection characteristics.
This is further discussed below.

The probability for dropping CLP=0 packets from a VC when it is in region 2 depends on
several factors. The drop probability has two main components - the fairness component,
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and the efficiency component. Thus, P{drop} = fn(Fairness component, Efficiency
component). The contribution of the fairness component increases as the VC's buffer

occupancy X_ increases above its fair share. The drop probability is given by

Xi_XxWi/w X-L I
P{drop} = Z i cz +(1-oc)

X(1-Wi/W )

The parameter ot is used to assign appropriate weights to the fairness and efficiency
components of the drop probability. Zi allows the scaling of the complete probability

function based on per-VC characteristics.

The following DFBA algorithm is executed when the first cell of a frame arrives at the
buffer.

BEGIN

IF (X < L) THEN

Accept frame

ELSE IF (X > H) THEN

Drop frame

ELSE IF (L < X < H) AND (Xi < X*Wi/W)) THEN

Drop CLPI frame

ELSE IF (L < X < H) AND (Xi > X*Wi/W)) THEN

Drop CLPI frame

Drop CLP0 frame with

X_-XxW,/WP{drop} = Z i o_ X(1 -W,./W)

ENDIF

END

VII.2.4 Evaluation Criteria

(From VII.2.3 in the baseline text document.)
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Abstract

In this paper we present a model to study the end-to-end delay performance of a satellite-ATM

network. We describe a satellite-ATM network architecture. The architecture presents a trade-off

between the on-board switching/processing features and the complexity of the satellite communication

systems. The end-to-end delay of a connection passing through a satellite constellation consists of the

transmission delay, the uplink and downlink ground terminal-satellite propagation delay, the inter'-

satellite link delays, the on-board switching, processing and buffering delays. In a broadband satellite

network, the propagation and the buffering delays have the most impact on the overall delay. We

present an analysis of the propagation and buffering delay components for GEO and LEO systems. We

model LEO constellations as satellites evenly spaced in circular orbits around the earth. A simple

routing algorithm for LEO systems calculates locally optimal paths for the end-to-end connection. This

is used to calculate the end-to-end propagation delays for LEO networks. We present a simulation

model to calculate the buffering delay for TCP/IP traffic over ATM ABR and UBR service categories.

We apply this model to calculate total end-to-end delays for TCP/IP over satellite-ATM networks.

1 Introduction

ATM technology is expected to provide quality of service based networks that support voice, video and

data applications. ATM was originally designed for fiber based terrestrial networks that exhibit low

latencies and low error rates. With the widespread availability of multimedia technology, and an

increasing demand for electronic connectivity across the world, satellite networks will play an

indispensable role in the deployment of global networks. Ka-band satellites using the gigahertz

frequency spectrum can reach user terminals across most of the populated world. As a result, ATM

based satellite networks can be effectively used to provide real time as well as non-real time

communications services to remote areas.

Satellite communications technology offers a number of advantages over traditional terrestrial point-to-

point networks [AKYL97]. These include,

1. wide geographic coverage including interconnection of"ATM islands",

2. multipoint to multipoint communications facilitated by the inherent broadcasting ability of

satellites,
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3. bandwidth on demand, or Demand Assignment Multiple Access (DAMA) capabilities, and

4. an alternative to fiber optic networks for disaster recovery options.

However, satellite systems have several inherent constraints. The resources of the satellite

communication network, especially the satellite and the earth station are expensive and typically have

low redundancy. These must be robust and be used efficiently. Also, satellite systems use a Time

Division Multiplexed (TDM) physical layer, where individual earth stations can transmit frames during

fixed time slots. The cell based ATM layer must be mapped onto the frame based satellite layer. This

involves the use of efficient bandwidth allocation strategies for Demand Assignment Multiple Access

(DAMA) based media access techniques.

Current and proposed satellite communications networks use low earth orbit (LEO) constellations as

well as geosynchronous (GEO) satellite systems. GEO satellites have a high propagation delay but a

few satellites are enough to provide connectivity across the globe. LEO satellites have lower

propagation delays due to their lower altitudes, but many satellites are needed to provide global service.

While LEO systems have lower propagation delay, they exhibit higher delay variation due to

connection handovers and other factors related to orbital dynamics [IQTC97]. The effects of the

propagation delays are further intensified by the buffering delays that could be of the order of the

propagation delays especially for best effort TCP/IP traffic. The large delays in GEOs, and delay

variations in LEOs, affect both real time and non-real time applications. Many real time applications

are sensitive to the large delay experienced in GEO systems, as well as to the delay variation

experienced in LEO systems. In an acknowledgment and timeout based congestion control mechanism

(like TCP), performance is inherently related to the delay-bandwidth product of the connection.

Moreover, TCP Round Trip Time (RTT) measurements are sensitive to delay variations that may cause

false timeouts and retransmissions. As a result, the congestion control issues for broadband satellite

networks are somewhat different from those of low latency terrestrial networks. Both interoperability,

as well as performance issues must be addressed before data, voice and video services can be provided
over a Satellite-ATM network.

In this paper, we present a model for analyzing the delay performance of LEO and GEO satellite

systems. We present an overview of our satellite-ATM network architecture. This model applies both

to LEO and GEO systems. We describe the various components of the delay experienced by the cells of

a connection over the satellite network. The two most important delay components are propagation and

buffering delays. We present a model for calculating the propagation delay in a satellite network. We

provide values for the delays experienced by connections traversing sample LEO constellations. We

describe a simulation model to compute the buffer requirements of a satellite-ATM network for

TCP/IP file transfer traffic. This analysis, performed for TCP/IP over ABR and UBR service

categories, provides an estimate of the buffering delay experienced by a TCP/IP connection. A case

study of the total delay experienced by a TCP connection over GEO and LEO systems concludes this
paper.

2 Satellite-ATM Network Architecture

In this section, we briefly overview the basic architecture of a Satellite-ATM network. We first present

a brief overview of the QoS guarantees in ATM networks. This gives the reader an idea of the kinds of
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guarantees that are expected of a satellite-ATM network. We then describe the various components of

the architecture and overview their functionality.

2.1 Quality of Service in ATM Networks

ATM networks carry traffic from multiple service categories, and support Quality of Service (QoS)

requirements for each service category. The ATM-Forum Traffic Management Specification 4.0

[TM4096] defines five service categories for ATM networks. Each service category is defined using a

traffic contract and a set of QoS parameters. The traffic contract is a set of parameters that specify the

characteristics of the source traffic. This defines the requirements for compliant cells of the

connection. The QoS parameters are negotiated by the source with the network, and are used to define

the expected quality of service provided by the network. For each service category, the network

guarantees the negotiated QoS parameters if the end system complies with the negotiated traffic

contract. For non-compliant traffic, the network need not maintain the QoS objective.

The Constant Bit Rate (CBR) service category is defined for traffic that requires a constant amount of

bandwidth, specified by a Peak Cell Rate (PCR), to be continuously available. The network guarantees

that all cells emitted by the source that conform to this PCR will be transferred by the network with

minimal cell loss, and within fixed bounds of cell delay and delay variation. The real time Variable Bit

Rate (VBR-rt) class is characterized by PCR, Sustained Cell Rate (SCR) and a Maximum Burst Size

(MBS) in cells that controls the bursty nature of VBR traffic. The network attempts to deliver cells

within fixed bounds of cell delay and delay variation. Non-real-time VBR sources are also specified by

PCR, SCR and MBS, but are less sensitive to delay and delay variation than the real time sources. The

network does not specify any delay and delay variation parameters for the VBR-nrt service.

The Available Bit Rate (ABR) service category is specified by a PCR and Minimum Cell Rate (MCR)

which is guaranteed by the network. The bandwidth allocated by the network to an ABR connection

may vary during the life of a connection, but may not be less than MCR. ABR connections use a rate-

based closed-loop feedback-control mechanism for congestion control. The network tries to maintain a

low Cell Loss Ratio by changing the allowed cell rates (ACR) at which a source can send. The

Unspecified Bit Rate (UBR) class is intended for best effort applications, and this category does not

support any service guarantees. UBR has no built in congestion control mechanisms. The UBR service

manages congestion by efficient buffer management policies in the switch. A new service called

Guaranteed Frame Rate (GFR) is being introduced at the ATM Forum and the ITU-T. GFR is based on

UBR, but guarantees a minimum rate to connections. The service also recognizes AAL5 frames, and

performs frame level dropping as opposed to cell level dropping.

In addition, the 1TU-T has specified four QoS classes to be used to deliver network based QoS

[I35696]. It is imperative that a broadband satellite network be able to support the various QoS

services specified by the standards. Most importantly, the network should be able to support TCP/IP

based data applications that constitute the bulk of Internet traffic.

Most of the parameters specified in the standards are relevant only to terrestrial networks. These values

have to be re-evaluated for Satellite-ATM networks. For example, the ITU-T specifies a maximum cell

transfer delay of 400 ms for the ITU Class 1 stringent service [I35696]. This class is expected to carry

CBR traffic for real-time voice communications over ATM. However, the 400ms maximum delay
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needs to be reviewed to ensure that it properly accounts for the propagation delays in geosynchronous

satellite networks. The peak-to-peak cell delay variation of QoS Class 1 is also specified to be a

maximum of 3 ms by the ITU-T [135696]. This value may be too stringent for many satellite systems.

As a result, the QoS parameters are under careful consideration by 1TU-4B [IT4B97] In this context,

the ITU-4B preliminary draft recommendations on transmission of Asynchronous Transfer Mode

(ATM) Traffic via Satellite is in the process of development.

3 Delay Requirements of Applications

We briefly discuss the basic qualitative requirements of three classes of applications, interactive

voice/video, non-interactive voice/video and TCP/IP file transfer. Interactive voice requires very low

delay (ITU-T specifies a delay of less than 400 ms to prevent echo effects) and delay variation (up to 3

ms specified by ITU-T). GEO systems have a high propagation delay of at least 250 ms from ground

terminal to ground terminal. If two GEO hops are involved, then the inter-satellite link delay could be

about 240 ms. Other delay components are additionally incurred, and the total end-to-end delay can be

higher than 400 ms. Although the propagation and inter-satellite link delays of LEOs are lower, LEO

systems exhibit high delay variation due to connection handovers, satellite and orbital dynamics, and

adaptive routing. This is further discussed in section 5.3. Non-interactive voice/video applications are

real-time applications whose delay requirements are not as stringent as their interactive counterparts.

However, these applications also have stringent jitter requirements. As a result, the jitter characteristics

of GEO and LEO systems must be carefully studied before they can service real time voice-video

applications.

The performance of TCP/IP file transfer applications is throughput dependent and has very loose delay

requirements. As a result, both GEOs and LEOs with sufficient throughput can meet the delay

requirements of file transfer applications. It is often misconstrued that TCP is throughput limited over

GEOs due to the default TCP window size of 64K bytes. The TCP large windows option allows the

TCP window to increase beyond 64K bytes and results in the usage of the available capacity even in

high bandwidth GEO systems. The efficiency of TCP over GEO systems can be low because the TCP

window based flow control mechanism takes several round trips to fully utilize the available capacity.

The large round trip time in GEOs results in capacity being wasted during the ramp-up phase. To

counter this, the TCP spoof protocol is being designed that splits the TCP control loop into several

segments. However this protocol is currently incompatible with end-to-end IP security protocols.

Several other mechanisms are being developed to mitigate latency effects over GEOs

[GOY97a] [TCPS98].

The TCP congestion control algorithm inherently relies on round trip time (RTT) estimates to recover

from congestion losses. The TCP RTT estimation algorithm is sensitive to sudden changes in delays as

may be experienced in LEO constellations. This may result in false timeouts and retransmits at the TCP

layer. More sophisticated RTT measurement techniques are being developed for TCP to counter the

effects of delay jitter in LEO systems [TCPS98].

3.1 Architectural Issues

Figure 1 illustrates a satellite-ATM network represented by a ground segment, a space segment, and a

network control center. The ground segment consists of ATM networks that may be further connected
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to other legacy networks. The network control center (NCC) performs various management and

resource allocation functions for the satellite media. Inter-satellite links (ISL) in the space segment

provide seamless global connectivity to the satellite constellation. The network allows the transmission

of ATM cells over satellite, multiplexes and demultiplexes ATM cell streams from uplinks and

downlinks, and maintains the QoS objectives of the various connection types. The satellite-ATM

network also includes a satellite-ATM interface device connecting the ATM network to the satellite

system. The interface device transports ATM cells over the frame based satellite network, and

demultiplexes ATM cells from the satellite frames. The device typically uses a DAMA technique to

obtain media access to the satellite physical layer. The interface unit is also responsible for forward

error correction techniques to reduce the error rates of the satellite link. The unit must maintain ATM

quality of service parameters at the entrance to the satellite network. As a result, it translates the ATM

QoS requirements into corresponding requirements for the satellite network. This interface is thus

responsible for resource allocation, error control, and traffic control. Details about this model can be

obtained from [KOTA97].

This architectural model presents several design options for the satellite and ground network segments.

These options include

1. No on-board processing or switching.

2. On-board processing with ground ATM switching.

3. On-board processing and ATM switching.

About 53% of the planned Ka-band satellite networks propose to use on-board ATM like fast packet

switching [PONZ97]. An overview of the network architectures of some of the proposed systems can

be found in [WUPI94]. In a simple satellite model without on-board processing or switching, minimal

on-board buffering is required. However, if on-board processing is performed, then on-board buffering

is needed to achieve the multiplexing gains provided by ATM. On-board processing can be used for

resource allocation and media access control (MAC). MAC options include TDMA, FDMA, and

CDMA and can use contention based, reservation based, or fixed media access control. Demand

Assignment Multiple Access (DAMA) [KOT97b] can be used with any of the MAC options. If on-

board processing is not performed, DAMA must be done by the NCC. On-board DAMA decreases the

response time of the media access policy by half because link access requests need not travel to the

NCC on the ground any more. In addition to media access control, ABR explicit rate allocation or

EFCI control, and UBR/GFR buffer management can also be performed on-board the satellite. On-

board switching may be used for efficient use of the network by implementing adaptive

routing/switching algorithms. Trade-offs must be made with respect to the complexity, power and

weight requirements for providing on-board buffering, switching and processing features to the satellite

network. In addition, on-board buffering and switching will introduce some additional delays within

the space segment of the network. For fast packet or cell switched satellite networks, the switching

delay is negligible compared to the propagation delay, but the buffering delay can be significant.

Buffering also results in delay variations due to the bursty nature of ATM traffic.
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The major focus of this paper includes:

1. The development of an end-to-end satellite network delay model.

2. Simulation and analysis of the buffering requirements of the satellite network for TCP/IP traffic

over the UBR service category

In this paper, we have assumed that all processing is performed at the ground terminals with the help of

the NCC. The simulations of buffer requirements estimate the buffers needed at the ground stations,

and assume that no on-board processing or buffering is performed. However, the delay model

presented in the next section is applicable for on-board processing and switching systems.

,,. _ Inter-Satelfite Link .,

Satellite ATM i...............

I Interface I Network Control Center Satellite ATmT

- [_ interfaci'_'_t
_ _ / _ ' "_ t "Configuration Mgmt. -_

ATM _" _" _ R
I " ¢source Planning

.BiHing

Bridge

Figure 1: Satellite-ATM network model

4 Satellite Network Delay Model

In this section, we develop a simple delay model of a satellite network. This model can be used to

estimate the end-to-end delay of both GEO and LEO satellite networks.

The end-to-end delay (D) experienced by a data packet traversing the satellite network is the sum of the

transmission delay (h), the uplink (top) and downlink (tdown) ground segment to satellite propagation

delays, the inter-satellite link delay (ti), the on-board switching and processing delay (ts) and the

buffering delay (tq). The inter-satellite, on-board switching, processing and buffering delays are

cumulative over the path traversed by a connection. In this model, we only consider the satellite

component of the delay. The total delay experienced by a packet is the sum of the delays of the satellite

and the terrestrial networks. This model does not incorporate the delay variation experienced by the
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cells of a connection. The delay variation is caused by orbital dynamics, buffering, adaptive routing (in

LEOs) and on-board processing. Quantitative analysis of delay jitter in satellite systems is beyond the

scope of this study. The end-to-end delay (D) is given by:

D = t, + t,,I, + t i + l,l,,w,I + t + t,i

Transmission delay: The transmission delay (tl) is the time taken to transmit a single data packet at

the network data rate.

packet _ size
i t =

data _ rate

For broadband networks with high data rates, the transmission delays are negligible in comparison to

the satellite propagation delays. For example, a 9180 byte TCP packet is transmitted in about 472

microseconds. This delay is much less than the propagation delays in satellites.

Propagation delay: The propagation delay for the cells of a connection is the sum of the following

three quantities:

1. The source ground terminal to source satellite propagation delay (t,v,)

2. The Inter-satellite link propagation delays (ti)

3. The destination satellite to destination ground terminal propagation delay (t,_,,w,,)

The uplink and downlink satellite-ground terminal propagation delays (tup and tdown respectively)

represent the time taken for the signal to travel from the source ground terminal to the first satellite in

the network (tup), and the time for the signal to reach the destination ground terminal from the last

satellite in the network (t,_own)-

source _ satellite _ dist

t,,p = speed _ of _ signal

dest _ satellite _ dist
t low,_ --

speed _ of _ signal

The inter-satellite link delay (ti) is the sum of the propagation delays of the inter-satellite links (ISLs)

traversed by the connection. Inter-satellite links (crosslinks) may be in-plane or cross-plane links. In-

plane links connect satellites within the same orbit plane, while cross-plane links connect satellites in

different orbit planes. In GEO systems, ISL delays can be assumed to be constant over a connection's

lifetime because GEO satellites are almost stationary over a given point on the earth, and with respect

to one another. In LEO constellations, the ISL delays depend on the orbital radius, the number of

satellites-per-orbit, and the inter-orbital distance (or the number of orbits). Also, the ISL delays change

over the life of a connection due to satellite movement and adaptive routing techniques in LEOs. As a

result, LEO systems can exhibit a high variation in ISL delay.
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Z ISL _ lengths
t i =

speed _ of _ signal

Buffering delay: Buffering delay (tq) is the sum of the delays that occur at each hop in the network

due to cell queuing. Cells may be queued due to the bursty nature of traffic, congestion at the queuing

points (earth stations and satellites), or due to media access control delays. Buffering delays depend on

the congestion level, queuing and scheduling policies, connection priority and ATM service category.

CBR and real time VBR connections suffer minimum buffering delays because they receive higher
priority than the non-real time connections. Cells from ABR and UBR connections could suffer

significant delay at each satellite hop during periods of congestion.

Switching and processing delays: The data packets may incur additional delays (t_) at each satellite

hop depending on the amount of on-board switching and processing. For high data rate networks with

packet/cell switching, switching and processing delays are negligible compared to the propagation
delays.

5 Propagation Delay Model

In this section, we present a propagation delay model for satellite networks. The GEO model is fairly

simple due to the stationary nature of GEO satellites, and the small number of satellites needed to

cover the earth. The LEO model assumes a circular multi-orbit constellation with evenly spaced orbits
and evenly spaced satellites within the orbits.

5.1 GEO Propagation Delay Model

GEO systems are at an altitude of about 36,000 km above the equator. For GEOs, tup and tdow, can be

approximated to about 125 ms each for ground terminals near the equator. Inter satellite propagation
delays are stable and depend on the number of satellites in the constellation. As few as three GEOs are

sufficient to cover the earth. Table 1 lists the inter-satellite link distances and propagation delays for

GEO systems with N satellites evenly spaced around the equatorial plane. For ground terminals farther

away from the equator, the propagation delay from ground station to ground station through a single
satellite is about 275 ms.

Number of

Satellites (N)

4

5

6

7

Table I : GEO Inter Satellite

Inter-Satellite Link

Distance (km)

73,030

Delays

Inter-Satellite

Link Delay (ms)
243

59,629 199

49,567 165

42,164 141

36,589 122

8 32,271 108

9 28,842 96

10 26,059 87

ll 23,758 79

12 21,826 73
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5.2 LEO Propagation Delay Model

In this section, we provide a simple model for the propagation delays of LEO systems. This model

calculates the total propagation delay from source ground terminal to the destination ground terminal,

through the LEO network. A LEO geometry and network topology model is used to determine the total

number of satellites and the total propagation delay for communication between two ground points.

The model uses the following information.

• Number of orbit planes

• Number of satellites per orbit plane

• Satellite altitude

• Orbit plane inclination angle _

• Ground terminal coordinates

5.2.1 LEO Orbital Model

Low Earth Orbit (LEO) communication satellites are arranged in a constellation in the following

manner. The satellites are organized into a set of number_of_orbit__planes orbit planes, each

containing number_of_sats__per__plane satellites. The orbits are assumed to be circular and to have a

common, high inclination angle (inclination). The inclination angle, combined with the electronic-

horizon reach of the satellites directly determines the range of latitudes for which the system can

provide service. The satellites within a given orbit plane are evenly spaced by using a delta anomaly

between in-plane satellite orbits:

delta _ anomaly =
360 +

number _ of _ sats _ per _ plane

The orbit planes are approximately evenly spaced about the earth polar axis by using a delta right

ascension and a correction term between orbit planes:

180 °
delta _ right _ ascension -- + RA _ correction

number _ of _ orbit _ planes

Spreading the right ascension of the orbit planes over 180 degrees means that the satellites in adjacent

planes are roughly traveling in parallel, with the exception that between the last and first planes, the

satellites are traveling in opposite directions. The interval between the last and first orbit plane is

called the "seam" of the constellation. The fact that the satellites in the last and first orbit planes of the

constellation are travelling in opposite directions means that any cross-plane links spanning the seam

will have to change connectivity to a different satellite every few minutes. This will result in frequent

handovers causing additional delays and delay variations.

t Inclination angle is the angle made by the satellite orbital plane with the equatorial plane.
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The RA_correction term in the previous formula is necessary for the following reason. LEO

communication constellations use inclination angles of less than 90 degrees. Because of this, the last

orbit plane tends to tilt in the opposite direction as the first orbit plane by roughly twice the

complement of the inclination angle (i.e., 2×(90-inclination)). Without the correction term for the

delta_right_ascension, a "hole" results in the ground coverage of the constellation in the two areas of

the earth where the seam orbit-planes are tilting away from each other. In the opposite hemisphere of

the two holes, the seam orbit-planes are tilting towards each other, resulting in overlapping, or

redundant, ground coverage. Trade-offs can be made between how much of the serviced latitude range

will be provided continuous, uninterrupted service, and the amount of redundant coverage suffered.

The model described here currently uses the following simple correction term.

RA _ correction =
1.5 × (90 ° - inclination)

number _ of _ orbit _ planes

The inter-plane satellites are phased by about one-half of the in-plane satellite spacing. This staggered

phasing provides a more optimal and uniform coverage pattern, and maximizes inter-plane satellite

distances near the extreme latitudes where the orbit planes cross. The current model uses the following

delta inter-plane phasing.

Delta_inter_plane_phasing = 0.5 × delta _ anomaly + delta _ right _ ascension × sin(90 - inclination )

The model uses an Earth Centered Inertial (ECI) right -handed coordinate system. The first and second

axes lie on the equatorial plane with the first axis aligned with the prime meridian. The third axis is

aligned with the earth's polar axis pointing north. The first satellite of the first orbit plane

(satellite(I,1)) is arbitrarily placed at latitude, longitude coordinates of (0,0), giving this satellite a

position vector in ECI coordinates of (r, 0, 0), where r is the sum of the equatorial earth radius and the

satellite altitude. The position vectors of the remaining satellites are obtained by an appropriate series

of rotations of the satellite( 1,1 ) position vector involving the angles described above.

5.2.2 LEO Route Calculation

We use this model to calculate routes and propagation delays across the satellite constellation. We first

use the above procedure to create a constellation pattern providing continuous ground coverage for

most of the latitude range covered by the constellation. Circular orbits with staggered inter-plane

phasing are assumed as described above. Each satellite is assumed to have four crosslinks (inter-

satellite links) providing connectivity to the in-plane satellites immediately leading and following, and

to the nearest satellites in the two adjacent orbit planes -- in navigational terms, these would be the

fore, aft, port, and starboard satellites. Cross-plane connectivity constraints in the area of extreme

latitudes or across the constellation seam (i.e., where satellites in the last orbit plane and the first orbit

plane are traveling in opposite relative directions) are not considered. Anticipatory routing to reduce

hand-offs and routing around congested paths is not considered.
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The following simple algorithm is used to determine the route between two ground points through the

satellite constellation. One of the ground points is designated as the source node and the other ground

point is assigned as the destination node. The satellite nearest to the source node, and the satellite
nearest to the destination node are first determined. This assumes minimal redundant satellite ground

coverage, which is usually the case for LEO communication systems. Starting at the satellite nearest

the source node, of the satellites with which it has connectivity, the satellite nearest to the destination

node's satellite is selected. The process is repeatedly applied at each selected satellite, with

backtracking precluded, until the destination node's satellite is reached. The algorithm then counts the

number of satellites in the end-to-end, source-to-destination path. The distances between successive

path-nodes, beginning at the source terminal and ending at the destination terminal, are computed,

converted to link propagation delays by dividing by the speed of light, and accumulated to provide the

path end-to-end propagation delay. The number of satellites in the route path and the total propagation

delay are then reported. While the routing algorithm just described is strictly geometry based and only

locally optimal, of the limited cases examined thus far, the results appear to be generally coincident

with a globally optimal solution.

The model can also generate three-dimensional orthographic-projection displays showing satellite

orbits, satellite positions, cross-links, ground terminal positions, path-links followed, and earth model

from any desired viewing direction. Figure 2 shows an example path of a 6-plane, l l-satellites per

plane LEO system path from Los Angeles to London. The associated configuration parameters are

given in Table 2. Table 3 shows the resultant number of path-satellites, the individual link delays, and

the total end-to-end delay for the example. Table 4 shows the end-to-end propagation delays for a 6-

plane, 1 l-satellites per plane constellation, between 10 cities of the world ranked by Gross Domestic

Product. Table 5 shows the number of satellites in the path between the same set of cities. Table 6 and

Table 7 show the same information for a 12-plane, 24-satellites per plane constellation at an altitude of

1400 km and an inclination angle of 82 degrees.
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Los

Figure 2: Example path through LEO constellation

Table 2: LEO configuration parameters

Orbit Planes 6

Sats Per Plane 11

Total Sats 66

Altitude(km) 780

Inclination(deg) 86

Table 3: LEO propagation delays

Source Los Angeles

Destination London

Satellites In Path 7

Propagation Delays(ms)

Uplink
Downlink

5.87

6.37

ISL 1 13.44

ISL 2 13.44

ISL 3 13.44

ISL 4 7.80

ISL 5 13.44

ISL 6 9.63

Total Prop. Delay 83.45
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Table 4: Total

New York

New York I 1

Tokyo 58
Paris 60

London 39

Seoul 62

Los Angeles 24
Toronto 10

Mexico City 26

162Sydney

Chicago 18
I

New York

New York I

Tokyo 5
Paris 5

London 4

Seoul 5

Los Angeles 2
Toronto 1

Mexico City 2

Sydney 5
Chicago 1

propagation delays in milliseconds in city-to-city path for 6x I 1 constellation

Tokyo Paris London Seoul Los Angeles Toronlo Mexico City Sydney

13

60 13

47 26 13

37 83 68

71 69 83

57 54 38

73 51 61

37 91 171
56 53 36

11

71 12

63 23

79 39

36 49

61 22

9

25 14

61 77 7

7 23 59

Table 5: Number of satellites in city-to-city path for 6xl I constellation

Tokyo Paris London Seoul Los Angeles Toronto Mexico City Sydney

1

5 I

4 2 1

3 7 6 1

6 6 7 6

5 5 4 5

6 4 5 6

3 7 6 3

5 5 4 5

1

2 1

3 2 1

4 5 6

2 1 2

I

5 I

Chicago

Chica[_o

Table

New York

New York 10

Tokyo 57
Paris 77

London 78

Seoul 58

Los Angeles 41

Toronto 10

Mexico City 24

Sydney 92

Chicago 22

6: Total propagation delays in milliseconds in city-to-city path for 12x24 constellation.

Tokyo Paris London Seoul Los Angeles Toronto Mexico City Sydney Chicago

11

109 10

110 ill 12

24 75 76

57 99 1130

57 73 74

67 87 88

52 89 89

54 83 84

11

59 10

58 44 11

68 130 24

53 115 192

57 3O 23

10

113 10

23 101 10
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Table 7: Number of satellites in city-to-city path for 12x24 constellation

Ncw York Tokyo Paris London Seoul Los An_cles Toronto Mexico Cit_¢
New York !

Tokyo
Paris 10

London 10
Seoul 8

Los Angeles
Toronto

Mexico City

Sydney
Chicago

Sydney Chicago

8 1

15 1

15 I I
3 J12 12 1

6 9 15 15 9 I

1 8 10 10 8 6 1

3 10 12 12 10 4 3 I
14 7 12 12 7 19 14 Ig 1

"_ 8 12 12 8 4 3 3 13

5.3 Delay Variation Characteristics

Although LEO networks have relatively smaller propagation delays than GEO networks, the delay

variation in LEOs can be significant. The delay variation in LEO systems can arise from several
factors:

I. Handovers: The revolution of the satellites within their orbits causes them to change position with

respect to the ground terminals. As a result, the ground terminal must handover the connections

from the satellite descending below the horizon to the satellite ascending from the opposing

horizon. Based on the velocity, altitude and the coverage of the satellites, it is estimated that call

handovers can occur on an average of every 8 to 11 minutes [IQTC97]. The handover procedure

requires a state transfer from one satellite to the next, and will result in a change in the delay
characteristic of the connection at least for a short time interval. If the satellites across the seam of

the constellation are communicating via crosslinks, the handover rate is much more frequent

because the satellites are travelling in opposite directions.

2. Satellite Motion: Not only do the satellites move with respect to the ground terminal, they also

move relative to each other. When satellites in adjacent orbits cross each other at the poles, they are

now traveling in opposite sides of each other. As a result, calls may have to be rerouted accordingly

resulting in further changes in delays.

. Buffering and Processing: A typical connection over a LEO system might pass through several

satellites, suffering buffering and processing delays at each hop. For CBR traffic, the buffering

delays are small, but for bursty traffic over real time VBR (used by video applications), the

cumulative effects of the delays and delay variations could be large depending on the burstiness and

the amount of overbooking in the network.

. Adaptive Routing: Due to the satellite orbital dynamics and the changing delays, most LEO

systems are expected to use some form of adaptive routing to provide end-to-end connectivity.

Adaptive routing inherently introduces complexity and delay variation. In addition, adaptive

routing may result in packet reordering. These out of order packets will have to be buffered at the

edge of the network resulting in further delay and jitter.
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GEO systems exhibit relatively stable delay characteristics because they are almost stationary with

respect to the ground terminals. Connection handovers are rare in GEO systems and are mainly due to

fault recovery reasons. As a result, there is a clear trade-off between delay and jitter characteristics of

GEO and LEO systems, especially for interactive real-time applications.

6 Buffering Delays for TCP/IP over Satellite-ATM ABR and UBR Service Classes

The majority of Internet traffic is TCP/1P based data traffic. It is thus important to assess the buffering

characteristics for TCP/IP applications over satellite-ATM networks. Most TCP/IP data applications

will use the ABR or UBR service categories in ATM networks. The maximum buffering delay can be

calculated from an estimate of the buffer size at each queuing point in the connection's path:

Buffering _ delay <
Buffer_ size

Buffer _ drain _ rate

The buffer drain rate is the rate at which cells are serviced from the buffer. This rate depends on the

link capacity, the scheduling policy, and other higher priority traffic on the link. The queuing points in

the network must have sufficient buffer size to ensure good performance of TCP/IP applications. In this

section, we present a simulation model to calculate the buffer requirements for TCP/IP traffic over

ATM networks for the ABR and UBR service categories. Section 6.1 outlines some known results on

buffer requirements of TCP over ABR [SHIV98]. Section 6.2 describes a simulation model for TCP/IP

over satellite-ATM UBR, and presents simulation results to estimate the buffer requirements for

TCP/IP file transfer traffic. The estimates of buffer requirements are then used to calculate the queuing

delays at each queuing point in the connection's path.

6.1 Buffer Requirements for TCP/IP over ABR

An analysis of the buffer requirements of TCP/IP over ABR has been conducted in [SHIV97] and

[SHIV98]. ABR uses a rate based, closed loop feedback control model for congestion control. As a

result, the performance of the ABR service depends on the ABR congestion control scheme used in the

switch, and on the ABR source-end-system parameters. In general, a good ABR switch scheme should

be able to control queues within the ATM network. The ERICA+ (Explicit Rate Indication Congestion

Avoidance +) scheme [ERIC97]has been specified as a sample scheme by the ATM Forum. [SHIV97]

and [SHIV98] show that for the ERICA+ scheme, the buffer requirements for an ABR switch to ensure

zero packet loss for TCP/IP traffic over ABR can be bounded by a constant multiple of the round trip

propagation delay from the ABR end-system or virtual end-system to the bottleneck ABR node in the

network. The delay is called the .feedback delay of the network, and it specifies the time taken for the

effect of the bottleneck feedback to be seen by the network. The feedback delay at a queuing point can

be restricted to the round trip propagation delay from the previous end-system by implementing

Backward Explicit Congestion Notification (BECN) or Virtual Source/Virtual Destination (VS/VD) at

the satellite nodes. For TCP/IP file transfer traffic, the buffer requirements are proportional only to the

feedback delay, and are independent of the number of TCP sources and other background traffic in the

ATM network. Thus, TCP connections can be transported through a finite buffer ABR network with

zero packet loss.
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6.2 Buffer Requirements for TCP/IP over UBR

Most ATM networks are expected to be implemented as backbone networks within an IP based

Internet where edge devices separate ATM networks from IP networks. Currently, IP networks do not

support the rate based flow control mechanisms used by ABR. The above studies have shown that for

ATM in the backbone, the buffer requirements of nodes at the periphery of the ATM network (edge

devices) for TCP/IP traffic are comparable to buffer requirements for TCP/IP with UBR. Moreover,

since TCP has its own flow and congestion control mechanisms, many TCP/IP connections are

expected to use the UBR service. As a result, it is important to assess the buffer sizes (and hence

delays) at UBR queuing points in a satellite network.

In this subsection, we present a simulation model for calculating the buffer requirements for satellite-

UBR networks to efficiently support TCP/IP traffic. We present results of SACK TCP throughput over
satellite-UBR for various satellite latencies, buffer sizes and number of sources.

6.2.1 Simulation Model

Figure 3 shows the basic network configuration used in the paper to assess buffer requirements at a

single bottleneck node. In the figure, the switches represent the earth stations that connect to the
satellite constellation. The earth stations interface the terrestrial network with the satellite network. In

general, the satellite network model may include on-board processing and queuing. In the results stated

in this section, no on-board processing or queuing is performed. The bottleneck node is the earth

station at the entry to the satellite network. As a result, in our experiments, no queuing delays occur in

the satellite network. All processing and queuing are performed at the earth stations. The goal of this

study is to assess the buffer requirements of the bottleneck node (in this case, the earth station) for

good TCP/IP performance.

All simulations use the N source configuration shown in the figure. All sources are identical and

persistent TCP sources. The TCP layer always sends a segment as long as it is permitted by the TCP

window. Moreover, traffic is unidirectional so that only the sources send data. The destinations only

send ACKs. The TCP delayed acknowledgement timer is deactivated, and the receiver sends an ACK

as soon as it receives a segment. TCP with selective acknowledgments (SACK TCP) is used in our

simulations. All link bandwidths are 155.52 Mbps, and peak cell rate at the ATM layer is 149.7 Mbps.

This accounts for a SONET like overhead in the satellite component of the network.
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Figure 3: Simulation model for TCP/IP over UBR

The following parameters are used to assess the buffer requirements:

Latency: Our primary aim is to study the buffer requirements for long latency connections. A typical

latency from earth station to earth station for a single LEO hop is about 5 ms. The latencies for multiple

LEO hops can easily be 50 ms or more from earth station to earth station. GEO latencies are typically

275 ms from earth station to earth station for earth stations that are not on the equator. We study these

three latencies (5 ms, 50 ms, and 275 ms) with various number of sources and buffer sizes. The link

delays between the switches and the end systems are 5 ms in all configurations. This results in round

trip propagation delays (RTT) of 30 ms, 120 ms and 570 ms respectively.

Number of sources: To ensure that the recommendations are scalable and general with respect to the

number of connections, we will use configurations with 5, 15 and 50 TCP connections on a single

bottleneck link. For single hop LEO configurations, we use 15, 50 and 100 sources.

Buffer size: This is the most important parameter of this study. The goal is to estimate the smallest

buffer size that results in good TCP performance, and is scalable to the number of TCP sources. The

values chosen for the buffer size are approximately:

Buffer _ size = 2-k x R77" x bottleneck _ link _ data _ rate, k = - 1..6
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i.e., we choose 2, 1, 0.5, 0.25, 0.125, 0.0625, 0.031 and 0.016 multiples of the round trip delay-

bandwidth product of the TCP connections. The resulting buffer sizes (in cells) used in the earth
stations are as follows:

• Single LEO: 375,750, 1500, 3000, 6000, 12000 (=1 RTT), 24000 and 36000 cells.

• Multiple LEO: 780, 1560, 3125, 6250, 12500, 25000, 50000 (= 1 RTT), and 100000 cells.

• GEO: 3125, 6250, 12500, 25000, 50000, 100000, 200000 (=1 RTT), and 400000 cells.

We plot the buffer size against the achieved TCP throughput for different delay-bandwidth products

and number of sources. The asymptotic nature of this graph provides information about the optimal

buffer size for the best performance.

Buffer allocation policy: We use a per-VC buffer allocation policy called selective drop

[GOY97a][STAL98]to fairly allocate switch buffers to the competing TCP connections.

End system policies: We use an enhanced version of TCP called SACK TCP [RF2018], for this study.

SACK TCP improves performance by using selective acknowledgements for retransmission. Further

details about our SACK TCP implementation can be found in [GOY97a]. The maximum value of the

TCP receiver window is 600000 bytes, 2500000 bytes and 8704000 bytes for single hop LEO, multiple

hop LEO and GEO respectively. These window sizes are obtained using the TCP window scaling

option, and are sufficient to achieve full utilization on the 155.52 Mbps links. The TCP maximum

segment size is 9180 bytes. This conforms to the segment size recommended for TCP connections over

long latency connections. The TCP timer granularity is set to 100 ms. This value limits the time taken

for retransmissions to multiples of 100 ms. The value is chosen to balance the attainable throughput

with the limitations of the TCP RTT measurement algorithm. With large granularity, TCP could wait a

long time before detecting packet loss, resulting in poor throughput. Finer granularity of the

retransmission timer leads to false timeouts even with a small variation in the measured RTT values.

6.2.2 Performance Metrics

The performance of TCP over UBR is measured by the efficiently and fairness which are defined as
follows:

N

Efficiency- i:l
X max

Where x, is the throughput of the i1hTCP connection, x,,,,, is the maximum TCP throughput achievable

on the given network, and N is the number of TCP connections. The TCP throughputs are measured at

the destination TCP layers. Throughput is defined as the total number of bytes delivered to the

destination application, divided by the total simulation time. The results are reported in Mbps. The

maximum possible TCP throughput (Xm,,O is the throughput attainable by the TCP layer running over

UBR on a 155.52 Mbps link. For 9180 bytes of data (TCP maximum segment size), the ATM layer

receives 9180 bytes of data + 20 bytes of TCP header + 20 bytes of IP header + 8 bytes of LLC header

+ 8 bytes of AAL5 trailer. These are padded to produce 193 ATM cells. Thus, each TCP segment

results in 10229 bytes at the ATM layer. From this, the maximum possible throughput = 9180/10229 =

89.7% = 135 Mbps approximately on a 155.52 Mbps link.
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Where ei is the expected throughput of the it_' TCP connection. Both metrics lie between 0 and l, and

the desired values of efficiency and fairness are close to 1 [JAIN91]. In the symmetrical configuration

presented above,

X Ill,IX

di --

N

and the fairness metric represents a equal share of the available data rate. For more complex

configurations, the fairness metric specifies max-min fairness [JAIN91].

6.2.3 Simulation Results

Figures 4, 5, and 6 show the resulting TCP efficiencies for the 3 different latencies. Each point in the

figure shows the efficiency (total achieved TCP throughput divided by maximum possible throughput)

against the buffer size used. Each figure plots a different latency, and each set of points (connected by a

line) in a figure represents a particular value of N (the number of sources).
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Figure 4: TCP/IP UBR buffer requirements for single hop LEO
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Figure 6: TCP/IP UBR buffer requirements for single hop GEO

The following conclusions can be drawn from the figures:

For very small buffer sizes, (0.016RTT, 0.031RTT, 0.0625RTT), the resulting TCP throughput is very

low. In fact, for a large number of sources (N=50), the throughput is sometimes close to zero. For small
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buffer sizes, the performance of TCP/IP deteriorates with increasing number of sources. This is

because more TCP packets are dropped from each connection causing TCP timeout and

retransmissions. This results in decreased throughput.

For moderate buffer sizes (less then 1 round trip delay times bandwidth), TCP throughput increases

with increasing buffer sizes. TCP throughput asymptotically approaches the maximal value with
further increase in buffer sizes.

TCP performance over UBR for sufficiently large buffer sizes is scalable with respect to the number of

TCP sources. The throughput is never 100%, but for buffers greater than 0.5xRTT, the average TCP

throughput is over 98% irrespective of the number of sources.

The knee of the buffer versus throughput graph is more pronounced for larger number of sources. For a

large number of sources, TCP performance is very poor for small buffers, but jumps dramatically with

sufficient buffering and then stays about the same. For smaller number of sources, the increase in

throughput with increasing buffers is more gradual. With sufficient buffers, TCP dynamics enable the

connections to share buffer space and link capacity. TCP windows are controlled by the rate at which

ACKs are received by the source. The total amount of unacknowledged data is thus controlled by the

connection's bandwidth delay product. All this data can be queued at a single queuing point within the

network. As a result, each queuing point must have sufficient buffers to support one delay-bandwidth

product worth of TCP data so that it can ensure minimal loss.

For large round trip delays, and a small number of sources, a buffer of 1 RTT or more can result in

reduced throughput. This is because of the variability in the connection's measured RTT due to

buffering delays. When the queuing delay is of the order of the round trip propagation delay, the

retransmission timeout values become highly variable. During the initial phase (startup exponential

increase), when the queuing delays are small, the timeout value corresponds to the propagation RTT.

When the windows increase to fill the switch buffer, the queuing delay increases to about 1 RTT (for a

buffer size of about 1 RTT), and packets at the tail of the queue get dropped. Retransmitted packets are

sent out after 3 duplicate ACKS are received. However, these retransmitted packets are queued behind

a whole RTT worth of queues at the bottleneck switch. As a result, before the sender gets an ACK for

retransmitted packets, a timeout occurs, and slow start is incurred. At this point, the sender starts to

retransmit from the last unacknowledged segment, but soon receives an ACK for that segment (because

the segment was not really lost, but the delay was incorrectly estimated). The loss in throughput occurs

during to the time lost in waiting for the retransmission timeout. With smaller buffers, the variability in

the RTT is smaller, and false timeouts do not occur. Also, the negative effects of large buffers is not

seen in the single hop LEO configuration, because the RTT in this case is much smaller than the timer

granularity. As a result, even a high queuing delay is not enough to exceed the minimum timeout value.

The simulation results show that TCP sources with a good per-VC buffer allocation policy like

selective drop, can effectively share the link bandwidth. A buffer size of about 0.5RTT to 1RTT is

sufficient to provide over 98% throughput to infinite SACK TCP traffic for long latency networks and

a large number of sources. This buffer requirement is independent of the number of sources. The

fairness in the throughputs measured by the fairness index is high due to the selective drop policy

[KOTA97].
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7 Delay Analysis: Case Study

In this section, we evaluate the end-to-end delay performances of LEO and GEO systems presented in

this paper. We consider end-to-end the delay of a connection from New York to Paris. The connection

is serviced by a single GEO satellite. For the 6xl I LEO constellation, the connection passes through 5

satellites. For the 12x24 constellation, the connection passes through 10 satellites. The corresponding

propagation delays (up-down plus inter-satellite link) can be found from tables 1,4 and 6. The one way
propagation delays from ground station to ground station are 60 ms, 77 ms and 250 ms for the 6xl 1

LEO, 12x24 LEO and GEO networks respectively. We assume a TCP/IP application over the UBR

service category, similar to the one simulated in the previous section. We consider a single queuing

point as before, as well as multiple queuing points possibly on-board the satellites. As discussed in the

previous section, each queuing point including the ground terminal could have a buffer size of about

0.5RTT for the connection. The resulting buffer sizes are 60 ms for the 6xl I network, 77 ms for the

12x24 network, and 250 ms for the GEO network. This means that a TCP connection can suffer a delay

of 60 ms, 77 ms or 250 ms at each queuing point in the respective networks.

Table 8: New York to Paris: Delay Analysis

Delay

Transmission

Propagation (up+down+ISL)

Switching and Processing

Buffering (N queuing points)

Total Delay

GEO (ms)

1 satellite

Negligible

25O

Negligible

0 to N.250

250 to 500

6xll LEO (ms)

5 satellites

Negligible

6O

Negligible

0 to N*60

60 to 420

12x24 LEO (ms)

10 satellites

Negligible

77

Negligible

0 to N.77

77 to 924

Table 8 lists the individual and total delays for the connection. The transmission and processing delays

on a 155.52 Mbps link are small compared to the propagation delay and is thus ignored. From the table,

it can be seen that the minimum delay for GEO systems is large in comparison to LEO systems.

However, for TCP/IP over UBR traffic, the maximum delays for LEOs are comparable and even higher

for the 12x24 system than the GEO system. Moreover, TCP/IP RTT measurement algorithms might

experience large variations in delay in LEO systems.

8 Summary

In this paper we presented a model to analyze the delay performance of GEO and LEO systems. We

first presented a satellite-ATM network architecture model for QoS guarantees over satellite systems.

The architecture presents a trade-off between the on-board switching/processing features and the

complexity of the satellite communication systems. The end-to-end delay of a connection passing

through a satellite constellation consists of the transmission delay, the uplink and downlink
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propagationdelays,the inter-satellitelink propagationdelays,the satelliteswitching and processing
delays,andthebufferingdelays.Theuplinkanddownlink propagationdelaysaremuchlargerin GEO
systemsthanLEO systemsbecauseof thehigheraltitudeof theGEOsatellites.However,LEO systems
canhavehigh delayvariationsdueto orbitaldynamics,andconnectionhandovers.Thebufferingdelay
for TCP/IPtraffic dependson thebuffersat eachqueuingpoint in thenetwork.The per-hopbuffering
delayfor TCP/IPover ATM-UBR canbeabout0.5RTT of theTCP connection.We presentedcase
studiesand calculatedend-to-enddelays of a sampleconnectionfrom New York to Paris, and
concludedthat whileGEOsystemshavea largepropagationdelay,bufferingdelaycanbesignificantin
bothGEOandLEO networks.

We havenot presenteda quantitaveanalyisof the delay variationexperiencedby LEO connections.
This analysiswill lead to greaterinsights into the feasibility of using satellite networksto support
voice,videoanddataservices.A robusttechniqueis neededto mitigatetheeffect of long delaypaths
in TCP connections.Protocolslike the TCP spoof protocol, or the ABR virtual source/ virtual

destination option (VS/VD) need to be studied for their feasibility. Optimal routing algorithms in LEOs
are also a topic of further study.
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1 Introduction

Satellite conmmnication systems play an important role in tile integration of networks of various

types and services. Satellite systems will be used for a wide range of applications and will play

an important role in the future of the Global Information Infrastructure. The main advantages of

satellite systems are the long range broadcasting ability, support of mot)ile systems, and i)otentially

high available l)andwidth. However, satellite systems have several inherent constraints. The re-

sources of t h(' satellite communication network, est)ecially the satellite and the earth station have

a high cost and must be used efficiently. A crucial issue is that of the high end-to-end propagation

dday of satellite connections.

The ATM-UBR service category is relatively cheap to implement in switch hardware. As a result,

switches can inultiplex thousands of transport connections that. use the UBR service for non-real

tim(' apt)lications. On board satellite switches and switches at the earth stations fall into this

category and are expected to multiplex a large immber of transport connections over UBR virtual

(,ircuits.

Apart from interoperal)ility issues, several performance issues need to t)e ad(lressed before a trails-

t)ort layer protocol like TCP can satisfactorily work over UBR. Moreover, with an acknowledgment

an(l timeout based congestion control mechanism (like TCP's), the performance is inherently related

t() the (telav-I)andwidth t)roduct of the comlection. As a result, the congestion control issues for high
bandwidth satellite networks can be somewhat different from those of LAN and \VAN networks.

The t)erformance ot)timization problem can be analyzed from two perspectives network policies

and end systeln 1)olicies. The network can implement a variety of Ine(:hanisms to ot)timize resource

utilization, fairness and higher layer throughput. For UBR, these include cnhan('.eInents like in-

telligent drop policies to improve utilization, solne minimal 1)er-VC accounting [1, 2] to improve

fairness, and even ininimum throughput guarantees to the higher layers.

At the end systein, the transt)ort layer ('an imt)lement various congestion avoidance and coiltrol

t)olicies to improve its i)erformance and to t)rotect against congestion collapse. Several transport

layer congestion coIltrol nm('hanisms have l)een proposed and iinplemented. The mechanisms im-

t)leinented in TCP are slow start and congestion avoidance [5], fast retransmit an(t recovery [7],

and seh,(:tive a(:knowledgments [8]. Several others like forward acknowledgments [9] and negative

acknowledgments [4] have been prol)ose(l as enhanc(_ments to timeont based schelnes.

Studies have shown that small switch buffer sizes result in very low TCP throughput over UBR [2].

It is also clear, that the buffer requirements increase with increasing delay-bandwidth t)roduct of

the coimections (provided the TCP window can fill ut) the pipe). However, the studies have not

(luantitatively analyzed the effect of buffer sizes (m performance. A.s' a result, it is not clear how

the increase i'n buffers affects throughput, and what buffer .sizes provide the best cost-performance

bcnufit.s for" TCP/IP over UBR.

In this contribution, we present our simulation results to assess tile t)uffer requirements for various

delay-bandwidth produ('ts for TCP/IP over UBR.
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2 Previous Work: TCP performance over UBR

Ill our previous work, we have studied TCP performance over the ATM-UBR service for LAN, \\\_kN

and satellite networks. In our studies, we have used an N-source symnwtrical TCP configuration

with unidirectional TCP sources. The performance of TCP over UBR is measured by the efficiency

and fairness which are defined as follows:

Efficiency = (Sum of TCP throughputs)/(MaxiInuIn possil)le TCP throughput)

The TCP throughtmts are measured at the destination TCP layers. Throughput is defined as the

total number of bytes delivered to the destination application, divided by the total simulation time.

The results are reported in Mbps.

The maximum possible TCP throughput is the throughput attainable by the TCP layer running

over UBI:I on a 155.52 Mbps link. For 9180 bytes of data (TCP maxinmm seginent size), the ATM

layer receives 9180 bytes of data + 20 bytes of TCP header + 20 bytes of IP header + 8 bvtes

of LLC header + 8 bytes of AAL5 trailer. These are padded to produce 193 ATM cells. Thus,

each TCP segment results in 10229 bytes at the ATM Layer. From this, the inaxilnum possible

throughput = 9180/10229 = 89.7(/: = 135 Mbps approxiinately on a 155.52 Mbps link (149.7 Mbps

after SONET overhead).

Fairness h,dex = (_:ri)'2/ (n ×S:c_)

Where xi = throughlmt of the ith TCP source, and/_ is the nuinl)er of TCP sources. The fairness

index metric applies well to our N-source symmetrical configuration.

In most cases, the perfbrmance of TCP over UBR has been poor. A summary of our previous

results is presented below [2, 3]:

TCP achieves maxiinuin possible throughput when no segments are h)st. To achieve zero loss

for TCP over UBR, switches need buffers equal to the sum of the receiver windows of all the

TCP connections.

• With liInited bufl?r sizes, TCP perforins poorly over vanilla UBR switches. TCP throughl)ut

is low, and there is unfairness among the connections. The coarse granularity TCP timer is

an important reason for low TCP throughput.

• Efficiency typically increases with increasing buffer size.

• Fast retransmit and recovery improve performance fl)r LAN configurations, t)ut degrade per-

formailce in long latency configurations.

• SACK TCP improves performance especially for large latency networks.

• Early Packet Discard iinproves efficiency but not fairness.

• Per-VC buffer management improves both efficiency and fairness.
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3 Buffer Requirements Study

In this contribution we preseut results of TCP throughtmt over satellite UBR for various delays,

I)uffer sizes and number of sources.

,

.

.

.

.

Latency. Our primary aim is to study tile performance of large latency connections. The

typical latency fl'om earth station to earth station for a single LEO (70(} km altitude, 60 degree

elevation angle) hop is about 5 ms [10]. The latencies for multiple LEO hops can easily be

up to 50 ms from earth station to earth station. GEO latencies are typically 275 ms from

earth station to earth station. \'_ study these three latencies (5 ins, 50 ms, and 275 ms) with

various number of sources and buffer sizes.

Number of sources. To ensure that the recommendations are scalable and general with

resl)ect to the mmfl)er of connections, we will use configurations with 5, 15 and 50 TCP

connections on a single bottleneck link. For single hop LEO configurations, we use 15, 50 and

100 sources.

Buffer size. This is the most important parameter of this study. The set of values chosen

are 2-*' x RTT, k = -1..6, (i.e., 2, 1, 0.5, 0.25, (}.125, (}.(}625, 0.031, 0.016 multiples of the

round trip delay-bandwidth t)roduct of the TCP connections.) We plot the buffer size against

the achieved TCP throughput for different delay-bandwidth products and number of sources.

The asymptotic nature of this graph provides information about the Ol)timal buffer size for

the best cost-performance ratio.

Switch drop policy. We use a per-VC buffer allocation policy called selective (trop (see [2])

to fairly allocate switch buffers to the competing connections.

End system policies. We use an enhanced version of TCP called SACK TCP for this study.

SACK TCP iml)roves 1)erformance by using selective acknowledgements for retransmission.

Fmther details about our SACK TCP implementation can be found in [3].

4 Simulation Setup

Figure 1 shows the basic network configuration that was sinmlated. In tile figure, the switches

ret)resent the earth stations that connect to the satellite constellation. The entire satellite network

is assume(t to t)e a 155 Mbps ATM link without any on board processing or queuing. All processing

an(t queuing are 1)erformed at the earth stations.

• All simulations use the N source configuration shown in Figure 1. All sources are identical

an(l infinite TCP sources. Tile TCP layer always sends a segment as long as it is t)ermitted

by the TCP window. Moreover, traffic is unidirectional so that only the sources send data.

The destinations only send ACKs. The delayed acknowledgement timer is deactivate(l, and

the receiver sends an ACK as soon as it receives a segment. As discussed before, SACK TCP

is use(t in our simulations.
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Figure 1: The N source TCP configuration

• Three different configurations are simulated that rel)resent a single LEO hol) , muMl)le LEO

hoI)s and a single GEO hop. Tile link delays between the swit(:hes and the end systems are 5

ms in all configurations. The inter-switch (earth station to earth station) propagation delays

are 5 ms, 100 ms, and 275 ms for single hop LEO, multiple hop LEO and GEO configurations

resl)ectively. This results in a round t.rip propagation delays of 30 ms, 120 ms and 570 ms

resl)ectively.

• The number of sources (N) was 15, 50, and 100 for singh_ hop LEO, and 5, 15 and 50 for GE()

and multiple hop LEO coilfigurations.

• The maximum value of the TCP receiver window is 600000 bytes, 2500000 bytes and 8704000

bytes for single hop LEO, multiple hop LEO and GEO respectively. These window sizes are

sufficient to fill the 155.52 Mbps links.

• The TCP inaximum segInent size is 9180 bytes. A larger value is used because inost TCP

conimctions over ATM with satellite delays are expected to use larger segment sizes.

• The buffer sizes (in cells) used in the switch are the following:

- Single LEO: 375, 750, 1500, 3000, 6000, 12000 (=1 RTT) , 24000 and 36000.

- Multiple LEO: 780, 1560, 3125, 6250, 12500, 50000 (=1 RTT) , and 100000.

- GEO: 3375, 6750, 12500, 25000, 50000, 100000, 200000 (=1 RTT) , and 400000.

• The duration of sinmlation is 100 seconds for multiple ho 1) LEO and GEO and 20 sees for

single hop LEO.

• All link bandwidths are 155.52 Mbps, and peak (:ell rate at the ATM layer is 149.7 Mbps after
the SONET overhead.
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5 Simulation Results

Figures 2, 3, and 4 show the resulting TCP efficiencies for the 3 different latencies. Each point

in the figure shows the efficiency (total achieved TCP throughput divided by maximum I)ossible

throughput) against the buffer size used. Each figure plots a different latency, and ea(:h set of points

(connected bv a line) in a figure represents a particular value of N (the numbe.r of sources). The

flfllowing conclusions can be drawn fl'om the figures:

1.2

>,0.8
¢9
e-
._ 0.6-

0.4-
,,n

0.2-

0

4, 15 sources
• 50 sources
• 100 sources

I&

I I I f

0 10000 20000 30000

Buffer(cells)

40000

Figure 2: Buffer requirements for single hop LEO

. For very small buffer sizes, (0.016xRTT, 0.031xRTT, 0.0625xRTT), the resulting TCP

throughput is very low. In fact, for a large number of sources (N=5(}) , the t hroughtmt

is sometinies close to zero.

2. For moderate buffer sizes (less then 1 round trip delay-baildwidth), TCP throughput increases

with increasing buffer sizes.

3. TCP throughput asyinptotically approaches the maximal value with further increase in buffer

sizes.

, TCP performance over UBR for sufficiently large buffer sizes is scalable with

respect to the number of TCP sources. The throughput is never 100%, but for buffers

greater than 0.SxR.TT, the average TCP throughput is over 98(_: irrespective of the nuInber

ot' sources.

5. The knee of the buffer versus throughput graph is more pronounced for larger number of

sources. For a large number of sources, TCP performance is very poor for small buffers,

but jumps dramatically with sufl-icient buffering and then stays about the same. For smaller

number of sources, the increase in throughput with increasing buffers is more gradual.
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Figure 3: Buffer requirements for multiple hop LEO
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For large round trip delays, and a small number of sources, a buffer of 1 RTT or

more can result in a slightly reduced throughput. This is because of tile variability in

the TCP retransnlission tiiner value. When tile round trip is of tile order of the TCP timer

granularity (100 ms in this exl)erinlent), and tile queuing delay is also of the order of the

round trip time, the retransmission timeout values become very variable. During the initial

phase (startup ext)onential increase), when the queueing delays are small, the tilneout vahle

corresponds t.o the propagation delay. \Vhen the windows increase to fill the switch t)uffel',

the queuing delay increases to about 1 RTT and packets at the tail of the queue get dropped.

tletranslnitted packets are sent out alter 3 duplicate ACKS are received. However, these

retransmitted packets are queued behind a whole RTT worth of qlleues at tile bottleneck

switch. As a result, before tile sender gets an ACK for retransmitted t)ackets, a timeout

occurs, and slow start is incurred. At this point, the sender starts to retransmit from the last

unacked segment, but soon receives an ACK for that segment (because the segment was not

really lost., hilt tile delay was incorrectly estimated). The loss in throughl)ut is due to the

time lost. in waiting for the retransmission timeout.

Fairness is high for a large number of sources. This shows that TCP sources with a good

per-VC buffer allocation policy like selective drop, can effectively share the link I)andwidth.

6 Summary

A buffer size of about 0.5x RTT to 1 x RTT is sufficient to provide over 98% throughtmt to infinite

TCP traffic for long latency networks and a large nubmer of sources. This buffer requirement

is independent of the number of sources. The fairness is high for a large numbers of sources

because of tile nature of TCP traffic and the per-VC buffer management perforlned at the switches.
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Throughput may slightly decrease for buffers larger than 1RTT because of variability in the t_TT

estimate approaches the timer granularity.
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1 Introduction

TCP perfornlanee over UBR+ can be degraded when high priority VBR uses up 100% of the link. Providing a rate
guarantee to tile UBR class can ensure a continuous flow of TCP packets it tile network. The Guaranteed Rate

(GR) service t)rovides such a guarantee to the UBR service category. The guarantees provided are for tile entire

UBR ('.lass, and t)er-VC guarantees are not provided. UBR+ with Guaranteed Rate requires no additional signalling
requil'enmnts or standards changes, and call be implemented on current switches that support the UBR service.

Another UBR+ service called Guaranteed Rate (GR) has been proposed ill [11, 12]. The Guaranteed Rate service

requires per-VC rate guarantees to UBR. This is more complex to imt)lement and could significantly increase the

(:()st of UBR switches. The Guaranteed Rate (GR) service is intended for apt)lications that do not need any QoS

guarantees,/)ut whose t)erformance depends on the availability of a continuous amount of bandwidth. GR guarantees

a minimum rate to the UBR applications, while maintaining the simplicity of the basic UBR service. This guarantee

is made for tile entire UBR (:lass for each link in the switch. The goal of GR is to protect the UBR class from

total I)andwidth starvation, and provide a continuous nnnimum t)andwidth guarantee. In the presence of high load

of higlmr t)riority CBR, VBR and ABR traffic, TCP congestion control mechanisms are expected to benefit froln a
guaranteed nfininmm rate.

In this paper, we discuss the performance of TCP with UBR in the t)resence of higher priority traffic. We present

sinmlation results that show how the performance of TCP over UBR can degrade ill the presence of VBR, an(t study
th(, behavior of TCP over UBR with GR. Simulation results on the l)erf()rnlmlee of TCP over UBR with an(t without

GR are t)resente(l.

2 TCP over UBR+

In this section, we (tes('ribe the basic TCP congestion control meehanisnls and tile UBR+ drop policies. We t)riefly

discuss our imph,mentaions of tile UBR+ switch drop policies used in our silnulations to optimize TCP performance
over UBR.

2.1 TCP Congestion Control

TCP uses a win(low based protocol for congestion control. Tile sen(ter TCP maintains a variable called congestion

window (CWND) that limits tile number of unacknowledge(t packets that can be sent. Current and proposed versions

of the TCP t)rotocol use tile following three methods for congestion avoidance and control. For a detailed discussion

on the TCP model and its performance over UBR+, refer to [10].

Slow start and congestion avoidance (Vanilla TCP). The sender TCP detects congestion when a retrans-
mission fimeout expires. At this time, half the congestion window value is saved in SSTHRESH, and CWND is

set to one segment. Tile sender now doubles CWND every round trip tinle until CWND reaches SSTHRESH,

after which CWND is increased by one segment every round trip time. These two t)hases correst)ond to all
exponential inereas(, and a linear increase ill CWND respectively. Tile retransmission timeout is maintained as

a ('oarse granularity timer. As a result, even when a single packet is dropped, nmch time is lost waiting for the
timeout to occur and then to increase the window back to SSTHRESH.

Fast retransmit and recovery (Reno TCP). This mechanism was developed to optimize TCP perfi)rmance

for isolated segment losses due to errors. If a segment is lost, the data receiver sends duplicate ACKs for each

out of sequence segment it receives. Tile sending TCP waits fi)r three duplicate ACKs and retransmits the lost

packet immediately. It then waits for half a window and sends a segment for each subsequent duplicate ACK.

When the retransmitted packet is ACKed, the sending TCP sets CWND to half of its original value, and enters
the congestion avoi(tance phase.

Selective acknowledgements (SACK TCP). Fast retransmit and recovery cannot recover efficiently from

multiple packet losses ill tim same window. Selective acknowledgenlents can be provided by the receiving TCP

indicating to the sender the packets it has received. During the fast. retransmission phas(_, the sender first
retransmits the lt)st packets before sending out any n(,w packets.
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2.2 UBR-+- Drop Policies

Ill [9], we examined TCP performance over UBR using various switch drop policies. These policies are:

• Tail Drop. This is the simplest possible drop policy, where the switch drops cells when tile buffer beconms

full. Tail drop typically results in poor performance of TCP over UBR.

• Early Packet Discard (EPD). Early Packet Discard maintains a threshoht in its troffer. When the buffer

occupancy exceeds the threshold, EPD drops complete new incoming packets to the buffer. EPD avoids the

transmission of incomplete packets and increases TCP throughput over tail drop.

• Selective Drop (SD) and Fair Buffer Allocation. These schemes use per-VC accounting to maintain
buffer utilizations of each active VC in the switch. \Vhen the buffer occupancy exceeds a preset threshoht,

(:omt)lete packets are dropped from connections that are using more buffer than others. As a result greater
fairness is achieved.

3 The UBR+ Guaranteed Rate Model

In this section we describe our implementation of the UBR+ GR model. Our ATM switch model is output buffered,

where each output port has a separate buffer for each service category. Figure 1 shows our switch model. The switch

supports multiple service categories as shown in the figure• Each service category is provided with a bandwidth

guarantee. In our examples, we consider only two classes VBR and UBR. VBR typically has strict priority over

UBR, lint with GR, UBR is guaranteed a fraction (=GR) of the total link capacity.

Outpul

orl

Output

!

Per Cla_s Queues

_ Link

Fair Scheduling

Figure 1: Switch model for UBR with GR

To enforce a GR (as a fraction of the total link capacity), we perform fair scheduling among the queues on each port.

Our fair scheduling algorithm ensures that when GR i. 0.0, the UBR class is never starved, i.e., on the average, for

every N cells transmitted on to the link, GR x N cells are fi'om the UBR queue. This means that the VBR cells

could be queued if the VBR connections are using more than (1-GR) of the link capacity. Any utmsed capacity by

VBR is also allocated to UBR. The cell level nfinimum rate guarantee tranlates directly to a packet level guarantee

for the TCP commotions, because all TCP segment sizes in our simulations are the same. When transport packet
sizes are different, per packet scheduling can be I)erfornmd to provide frame level guarantees. The details of the

scheduling algorithm will be presented in a future contribution.
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Figure 2 shows tile link capacity allocations for three values of GR. There is a single VBR source with an on/off

burst pattern, whi(:h uses up 100_> of the link capacity during the on period, and zero capacity during tile off period.

In the figure, the VBR on and off times are equal, so tile average bandwidth requirements for VBR is 50% of tile link

eat)acity. When GR is 0, the VBR service is assigned strict priority over the UBR service. UBR is not guaranteed

any rate, and must use whatever capacity is left over by tile VBR source. The VBR bursts are scheduled just an they
arrive and VBR cells are not queued. When GR = 0.1, 10% of the link capacity is guaranteed to the UBR service

(:lass. This 10% must be shared by all the UBR connections going through the link. In this case, if tile VBR bursts

may t)(, queued in the VBR buffer to allow tbr UBR cells to be scheduled. Tile VBR bursts are thus flattened out
with the VBR alh)cated Peak Cell Rate equal to 90% of the link capacity. Any link capacity unused by the VBR

source is also available for UBR to use.

VBR on/off pattern

GR = I|.ll

Strict Priority

(;R = t|.l

(;R = 0.5

Guaranteed Guaranteed Available

rate to VBR rate to UBR rate for [.rBR

Figure 2: Link Capacity allocations for VBR and UBR with GR

When GR = 0.5, the VBR is fllrther smoothed out so that it is now allocated a steady rate of 50% of tile link

eapacity. On the average, the VBR queues are zero, but the on/off pattern results in temporary bursts until the
I)urst can be cleared out.

In each of the three GR alh)eations, VBR uses up only 50% of the link capacity. As a result, UBR can use up to the

remaining 50%. The difference between the three configurations is the way in which UBR is given the 50% capacity.

With GR = 0, UBR is starved for tile time VBR is using up 100guaranteed a continuous flow of bandwidth, and is

never completely starved.

In this work, we experiment with a per-port t)andwidth guarantee for UBR. The study of UBR with per-VC rate

guarantees ix a subject of future study.

4 Simulation of SACK TCP over UBR-I-

This section t)resents the sinmlation results of the various enhancenmnts of TCP and UBR presented in the previous
sect ions.
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4.1 The Simulation Model

All simulations use the N source configuration shown in figure 3. Some simulations use an additional VBR source

not shown in tile figure. Tile VBR sources is also an end to end VBR source like tile other TCP connections. All

sources are identical and infinite TCP sources. The TCP layer always sends a segment as long as it. is permitted

by the TCP window. Moreover, traffic is unidirectional so that only the sources send data. The destinations only

send ACKs. The performance of TCP over UBR with bidirectional traffic is a topic of further stu(ty. The delayed
acknowledgement timer is deactivated, and the receb'er sends an ACK as soon as it receives a segment.

_ Switch

x Kin x Km x _n

All Links = 155.52 Mbps

Figure 3: The N source TCP configuration

Link delays are 5 microseconds for LAN configurations and 5 milleseconds for WAN configurations. This results in a
round trip propagation delay of 30 microseconds for LANs and 30 milliseconds for WANs respectively. For satellite

configurations, the propagation delay between the two switches is 275 milliseconds and the distance between the

TCPs and the switches is 1 kin. The round trip propagation delay for satellite networks is about 550 milliseconds.

The TCP segment size is set to 512 bytes for LAN an(l V_\A.N configurations. This is the common segment size used

in most current TCP implementations. For satellite netowrks, larger segment sizes have been proposed, and we use

a segment size of 9180 bytes. For the LAN configurations, the TCP maximum window size is limited by a receiver

window of 64K bytes. This is the default value specified for TCP implementations. For WAN configurations, a

window of 64K bytes is not sufficient to achiew_ 100_, utilization. We thus use the window scaling option to specify a

maxknum window size of 6(10000 Bytes. For satellite configurations, this value is further scaled up to 87fl4000 Bytes.

All link bandwidths are 155.52 Mt)ps, and Peak Cell Rate at the ATM layer is 155.52 Mbt)s. The Duration of the

simulation is 10 seconds for LANs, 20 seconds for WANs mid 40 seconds for satellites. This allows for adequate round

trips for the simulation to give stable results.

4.2 Performance Metrics

The performance of the sinmlation is measured at the TCP layer by the Efl:iciency and Fairness as defined below.

Efficiency = (Sum of TCP throughtmts)/(Maximum possible TCP throughput)

TCP throughput is measured at the destination TCP layer as the total number of bytes dehvered t.o the application

divided by the simulation time. This is divided by the maxilnum possible throughput attainable by TCP. With 512
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Table 1: SACK TCP with VBR (strict priority) : Efficiency

Config- Number of Buffer VBR period UBR EPD Selective

uration Sources (cells) (ms) Drop

LAN 5 1000 300 0.71 0.88 0.98

LAN 5 3000 300 0.83 0.91 0.92

LAN 5 1000 100 0.89 0.97 0.95
LAN 5 3000 100 0.96 0.95 0.96

LAN 5 1000 50 0.97 0.93 0.93

LAN 5 3000 50 0.95 0.97 0.97

WAN 5 12000 300 0.42 0.43 0.61

WAN 5 36000 300 0.55 (i.52 0.96

WAN 5 12000 100 0.72 0.58 0.70

WAN 5 36000 100 0.95 0.97 0.97

WAN 5 12000 50 0.97 0.65 0.73
V_\__N 5 36000 50 0.97 0.98 0.98

t)ytes of TCP data in each segment, 20 bytes of TCP header, 20 bytes of IP header, 8 bytes of LLC header, and 8

bytes of AAL5 trailer are added. This results in a net possible throughput of 80.5_, of the ATM layer throughput

for UBR. Without VBR, the the maximum possible throughput is 125.2 Mbt)s on a 155.52 Mbps link. When a VBR

source uses ii t) 500{, of the capacity, then the maxinnun I)ossit)le TCP throughl)ut redu(:es to 80.5% of 50(/(, of 155.52
Mbl)s. This evahiates to at)out 63 Mbl)s.

Fairness Index = (Xxi)"/ (n xZx_)

Where xi = throughput of the ith TCP source, an(t _ is the number of TCP sources

5 Simulation Results

When higher priority VBR traffic is present in the network, TCP over UBR may get considerably lower link capacity

titan without VBR. Moreover, tile presence of VBR traffic could result in the starvation of UBR traffic for periods

of time for which \'BR uses up the entire link capacity. When VBR has strict priority over UBR, TCP (over UBR)

traffic is transmitted in bursts and the round trip time estimates for tile TCP connection are highly variable. An

underestinlation of the RTT is likely to cause a false timeout in the TCP indicating congestion even though the TCP

packet is queued behind a VBR burst. An overestimtion of the RTT nmy result in nmch time being wasted waiting
for a timeout when a packet is dropped due to congestion.

5.1 SACK TCP over UBR+ with strict priority VBR background

The effect of UBR starvation is seen in tables 1 and 2. In this set of simulations, we used five source LAN and WAN

configurations with SACK TCP. SACK TCP was chosen t>e(:ause it t)rovi<les best l)erformance for TCP over UBR+
[10]. Three different VBR on/off periods were sinmlated 300ms, 100ms and 50ms. In each case, the on times were

equal to the off times and, during the on t)eriods, the VBR usage was 100_, of tile link capacity. VBR was given

strict priority over UBR, i.e., GR for UBR was 0. From the tables we can see that longer VBR bursts (for the same
average VBR usage of 50%) x'esult in lower throughtmt for TCP over UBR+.

Figure 4 shows the efficiency versus fairness plots for tables 1 and 2. The desirable points are those on the upper

right corners of the plots, i.e., those with high efficiency and fairness values. For the \VAN configuration, the upper

right corner points are those from the lower VBR on/off frequencies (50 and 100 ms). With 300 ms \"BR, TCP

performance fi)r WANs is poor. This is because, the VBR burst time is of the order of the TCP timeout value (2 to

3 ticks of 100 ms each). As a result the TCP source is starved long enough that a retransmission timeout occurs.
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Table 2: SACK TCP with VBR (strict priority) : Fairness

Config- Number of Buffer VBR period UBR EPD Selective

uration Sources (cells) (ms) Drol)

LAN 5 1000 300 0.21 0.20 0.20

LAN 5 3000 300 0.95 0.99 0.99

LAN 5 1000 100 0.21 0.20 0.99

LAN 5 3000 100 0.91 0.93 0.96

LAN 5 1000 50 0.20 0.21 0.96

LAN 5 3000 50 0.93 0.99 1.00

WAN 5 12000 300 0.99 0.97 0.82
VfAN 5 36000 300 0.88 0.97 0.63

WAN 5 12000 100 0.99 0.96 0.93

WAN 5 36000 100 1.00 0.88 0.89

WAN 5 12000 50 0.92 0.98 0.97

WAN 5 36000 50 1.00 0.97 0.80

Much time (several roundtrips of at least 30 ms each) is then wasted in recovering from the timeout during the

slow start, phase. This causes poor utilization of the link and lower effieien(:y values. Vfhen VBR on/off times are

smaller compared to the retransmission value, the UBR delay is not enough to result in a TCP tiuleout and higher

throughput results.

Effect of VBR : WAIN

1 I

0.{1 It z o,,a

0.7 o.?

0.3 o,.1

0.2 02

0.1 0.1
o

_J
El 02 EIA 0._ 0.8 l 0

Etricien ¢_

Ef_ of VBR:

02 0.4 0.6 0.,8 1

B'/i¢ it,.n¢y

Strles I : VBR owoff= 300 ms, Serks 2 : VBRon/off= !.00 ms, Series3 : VBR o_off=50 ms

Figure 4: Variable VBR fl'equencies of UBR+ with strict priority

For LANs, tile above arguinent also holds, lint other factors are more dominant. The LAN plot in 4 shows that

the effects of the switch drop policy and tile buffer size are also important. The selective drop policy significantly

improves the LAN t)erformance of TCP over UBR+. This is because the round trip time is very small, and even

during the congestion avoidance phase, the recovery is very fast. Tile TCP timeouts are often in t)hase with the

VBR burst times. As a result, when TCP is waiting for tile timer to expire, and not utilizing the link, VBR is using

the link at 100(Z: capacity. When TCP times out and starts to send segments, tile congestion window increases very
fast.
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5.1.1 SACK TCP over Guaranteed Rate UBR-F with VBR background

We now t)resent simulation results for TCP over UBR+ with various GR values. For LAN, WAN and satellite

configurations, we ran simulations with the following parameters :

* Number of sources = 5, 15 for LAN and WAN. For satellite networks, we ran tile same set but only for 5

sources.

• Buffer size = 1000 cells and 3000 (:ells for LANs, 12000 (:ells and 36000 cells for _Va, Ns; and 200000 (:ells and

600000 cells for satellites.

• Vanilla TCP (with only slow start and congestion avoidance), Reno TCP (witil fast retransmit and recovery)

and SACK TCP.

• Tail Drop UBR, EPD and Selective Drop.

* UBR GR = 0.5, 0.1, 0.0 of the link capacity.

The tables 3 9 in the list the results of the simulations. From the tables, we categorized the results in terms of the

highest effeciency and fairness values. The plots in figure 5 summarize the results in the tables.

o. t _L . 1 ol
0 02 04 06 0.8 1

UBR+ _1"1GFI:

UBFI.I.wilh GFI: VtlaN

Series 1 Selective Drop I GR=II.5 SACK

Series 2 EPD GR=II. I

Series 3 Tail Drop GR=ILII Fast RexmURee

Figure 5: TCP performance over UBR+ with GR

The fi)llowing ot)servations can I)e made from the tables and the plots:

1.

.

For LANs, the dominating factor that effects the performance is the switch drop policy. Series 1 in

the figure represents the points for the selective dro t) l)olicy. Clearly, selective drop improves the performance

irrespective of most TCP and GR parameters. This result holds with or without the presence of ba(:kgr(mnd

VBR traffic. In LANs, the switch troffer sizes are of the order of 1000 and 3000 cells. This is very small in

comparison with the maximum TCP receiver window. As a result, TCP can easily overload the switch buffers.

This inakes buffer management very important for LANs.

For WANs, the dominating factor is the GR, and a GR of 0 hurts the TCP performance. GR

values of 0.5 and 0.1 produce the highest throughput and effecieney values. A constant amount of bandwidth

provided t)y GR ensures that TCP keeps receiving ACKs from the destination. This reduces the variation in

the round trip times. Consequently, TCP is less likely to timeout. Buffer management policies do have an
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impact on TCP performance over WANs, but the effect is less than in LANs. This is because the buffer sizes
of WAN switches are eomt)arat)le to the bandwidth x round trip delays of the network. The TCP maxinmm

windows are also usually based on the round trip times. As a result, buffers are more easily available, and drop

policies are less important.

3. For satellite networks, the TCP congestion control mechanism makes the most difference; SACK

TCP produces the best results, and Reno TCP results in the worst performance. SACK TCP

ensures quick recovery from multiple packet losses, whereas fast retransmit and recovery is unable to recover

from multiple packet drops. The satellite buffer sizes are quite large, and so the drop policies do not. make a

siglfificant difference. The GR fractions do not significantly affect the TCP performance over satellite networks

because in our simulations, the VBR burst durations are smaller than the round trip propagation delays. The

retransmission timeout va.hles are typically (:lose to 1 second, and so a variation of tile RTT by 300 milliseconds

can be tolerated 1)y the TCP. GR may have more lint)act on satellite networks in cases where UBR is starved

for times larger than the round trip time of the connection.

6 Summary

In this paper we examined the effect of higher priority VBR traffic on the performance of TCP over UBR+. Several

factors can effect the l)erformance of TCP over UBR in the presenc(_ of higher tu'iority VBR traffic. These factors
include:

• The propagation delay of the TCP eonne(:tion.

• The TCP congestion control mechanisms.

• The UBR switch drop policies.

• The Guaranteed Rate provided to UBR.

For large propagation delays, end-to-end congestion control is the most imt)ortant factor. For small propagation

delays, the limited switch troffers makes buffer management very important. A minimun I)andwidth guarantee
improves TCP performance over UBR when the TCP connection may be starved for periods longer than tim round

trip prot)agation delay. The minimum bandwidth scheme explored here provides a minimum rate to the entire UBR

class on the link. Per-VC GR mechanisms are an area of future study.
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Table 3: TCP with VBR (300ms on/off) over UBR+ with GR : Efficiency hn" LAN

Config- Number of Buffer TCP GR UBR EPD Selective

uration Sources (cells) Drop
LAN 5 1000 SACK 0.5 0.26 0.85 0.96

LAN 5 1000 SACK 0.1 0.98 0.57 0.75

LAN 5 1000 SACK 0.0 0.71 0.88 0.98

LAN 5 3000 SACK 0.5 (}.96 0.97 0.95

LAN 5 3000 SACK 0.1 0.93 0.89 0.99

LAN 5 3000 SACK 0.0 0.83 0.91 0.92

LAN 15 1000 SACK 0.5 0.38 0.74 0.92
LAN 15 1000 SACK 0.1 0.49 0.76 0.91

LAN 15 1000 SACK 0.0 0.57 0.98 0.90

LAN 15 3000 SACK 0.5 0.90 0.96 0.92

LAX 15 3000 SACK 0.1 0.61 0.94 0.96

LAN 15 3000 SACK 0.0 0.43 0.86 {).95

LAN 5 1000 Reno 0.5 (}.22 0.30 0.61

LAN 5 1000 Reno 0.1 0.37 0.41 0.66

LAN 5 1000 Reno 0.0 0.14 0.92 0.39

LAN 5 3000 Reno 0.5 0.60 0.69 0.76

LAN 5 3000 Reno 0.1 0.55 0.79 0.93
LAN 5 3000 Reno 0.0 0.59 0.72 (}.92

LAN 15 1000 Reno 0.5 0.43 0.52 0.70

LAN 15 1000 Reno 0.1 0.35 0.48 0.68

LAN 15 1000 Reno 0.0 0.29 0.40 0.70

LAN 15 3(}00 Reno 0.5 0.68 0.88 0.95

LAN 15 3000 Reno 0.1 0.63 0.81 0.97

LAN 15 3000 Reno 0.0 0.54 0.69 0.89

LAN 5 1000 Vanilla 0.5 0.46 0.47 0.58
LAN 5 1000 Vanilla 0.1 0.40 0.58 0.70

LAN 5 1000 Vanilla 0.0 0.27 0.73 (}.80

LAN 5 3000 Vanilla 0.5 0.88 0.72 0.87

LAN 5 3000 Vanilla 0.1 0.61 0.63 0.90

LAN 5 3000 Vanilla 0.0 0.61 0.88 0.85

LAN 15 1000 Vanilla 0.5 0.59 0.42 0.80

LAN 15 1000 Vanilla 0.1 0.38 0.52 0.70

LAN 15 1000 "vanilla 0.0 0.36 0.39 0.75

LAN 15 3000 Vanilla 0.5 0.68 0.90 0.97

LAN 15 3000 Vanilla 0.1 0.54 0.96 0.98
LAN 15 3000 Vanilla 0.0 0.37 0.85 0.89
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Table 4: TCP with VBR (300ms on/off) over UBR+ with GR : Efficiency for WAN

WAN 5 12000 SACK 0.5 0.95 0.93 0.94

WAN 5 12000 SACK 0.1 0.87 0.66 0.69

WAN 5 12000 SACK 0.0 0.42 0.43 0.61

WAN 5 36000 SACK 0.5 0.97 0.99 0.99

WAN 5 36000 SACK 0.1 0.96 0.98 0.96

WAN 5 36000 SACK 0.0 0.55 0.52 0.96

WAN 15 12000 SACK 0.5 0.88 0.85 0.90

WAN 15 12000 SACK 0.1 0.72 0.61 0.76

WAN 15 12000 SACK 0.0 0.64 0.48 0.58

WAN 15 36000 SACK 0.5 0.96 0.95 0.97

VC__N 15 36000 SACK 0.1 0.95 0.94 0.97

\_,\__N 15 36000 SACK 0.0 0.93 0.72 0.95
\\\__N 5 12000 Reno 0.5 0.93 0.96 0.94

VC__N 5 12000 Reno 0.1 0.61 0.79 0.71

WAN 5 12000 Reno 0.0 0.34 0.45 0.33
WAN 5 36000 Reno 0.5 0.97 0.97 0.93

WAN 5 36000 Reno 0.1 0.90 0.96 0.75

WAN 5 36000 Reno 0.0 0.33 0.92 0.33

WAN 15 12000 Reno 0.5 0.97 0.94 0.97

WAN 15 12000 Reno " 0.1 0.84 0.66 0.79

WAN 15 12000 Reno 0.0 0.67 0.53 0.51

WAN 15 36000 Reno 0.5 0.97 0.97 0.98

WAN 15 36000 Reno 0.1 0.96 0.96 0.97
WAN 15 36000 Reno 0.0 0.67 0.66 0.59

WAN 5 12000 Vanilla 0.5 0.94 0.97 0.96

WAN 5 12000 Vanilla 0.1 0.82 0.70 0.69

\_\_N 5 12000 Vanilla 0.0 0.49 0.36 0.42

WAN 5 36000 Vanilla 0.5 0.97 0.97 0.97

WAN 5 36000 Vanilla 0.1 0.96 0.90 0.94

VC__N 5 36000 Vanilla 0.0 0.92 0.33 0.92

VC__N 15 12000 Vanilla 0.5 0.90 0.92 0.96
WAN 15 12000 Vanilla 0.1 0.77 0.66 0.74

"_\\_N 15 12000 Vanilla 0.0 0.67 0.61 0.67

\_,\-kN 15 36000 Vanilla 0.5 0.98 0.97 0.97

\\\_N 15 36000 Vanilla 0.1 0.96 0.96 0.97

WAN 15 36000 \'anilla 0.0 0.94 0.93 0.93
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Table 5: SACK

LAN

LAN

LAN

LAN
LAN

LAN

LAN

LAN

LAN

LAN

LAN

LAN

LAN
LAN

LAN

LAN

LAN

LAN

LAN

LAN

LAN

LAN
LAN

LAN

LAN

LAN

LAN

LAN

LAN

LAN

LAN

LAN

LAN

LAN

LAN
LAN

TCP with VBR (300ms on/off) over UBR+ with GR : Fairness for LAN

Number of Buffer TCP GR UBR EPD Selective

Sources (cells) Drop
5 1000 SACK 0.5 (}.69 0.90 0.97

5 1000 SACK 0.1 0.21 0.81 0.91

5 1000 SACK 0.0 0.21 0.20 (}.20

5 3000 SACK 0.5 0.79 0.97 0.94

5 3000 SACK 0.1 0.90 0.96 0.95

5 3000 SACK 0.0 0.95 0.99 0.99

15 1000 SACK 0.5 0.43 0.79 0.83

15 1000 SACK 0.1 0.49 0.57 0.84
15 1000 SACK 0.0 0.23 0.07 0.69

15 3000 SACK 0.5 0.83 0.91 0.98

15 3000 SACK 0.1 0.50 0.93 0.91

15 3000 SACK 0.0 0.65 0.70 0.96

5 1000 Reno 0.5 0.83 0.89 0.99

5 101}0 Reno 0.1 0.60 0.87 0.88

5 1000 Reno 0.0 0.99 0.20 0.97

5 3000 Reno 0.5 0.98 0.81 1.00

5 3000 Reno 0.1 0.90 0.90 0.91

5 3000 Reno 0.0 0.92 (}.89 0.98
15 1000 " Reno 0.5 0.60 0.86 0.93

15 1000 Reno 0.1 0.55 I).78 0.69

15 1000 Reno 0.0 0.61 0.67 0.37

15 3000 Reno 0.5 0.87 0.96 0.98

15 3000 Reno 0.1 0.63 0.78 0.95

15 3000 Reno 0.0 0.72 0.77 0.94

5 1000 "vanilla 0.5 0.90 0.83 0.95

5 1000 Vanilla 0.1 0.74 0.36 I).93

5 1000 Vanilla 0.0 0.44 0.21 0.27

5 3000 Vanilla 0.5 0.48 0.88 I).96
5 3000 Vanilla 0.1 0.92 0.98 0.98

5 3000 Vanilla 0.0 0.98 0.96 0.98

15 1000 Vanilla 0.5 0.78 0.71 0.87

15 1000 Vanilla 0.1 0.26 0.34 0.71

15 1000 Vanilla 0.0 0.10 0.64 0.48

15 3000 Vanilla 0.5 0.87 0.91 0.96

15 3000 Vanilla 0.1 0.62 0.68 0.95

15 3000 Vaifilla 0.0 0.82 0.72 0.88
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Table 6: SACK TCP with VBR (300ms on/off) over UBR+ with GR : Fairness h)r \_,\_N

WAN 5 12000 SACK 0.5 0.95 1.00 0.99

WAN 5 12000 SACK 0.1 0.75 0.92 0.99

WAN 5 12000 SACK 0.0 0.99 0.97 0.82

WAN 5 36000 SACK 0.5 0.95 0.86 0.89

\\'AN . 5 36000 SACK 0.1 0.96 0.87 0.77

WAN 5 36000 SACK 0.0 0.88 0.97 0.63

WAN 15 12000 SACK 0.5 1.00 0.98 0.99

WAN 15 12000 SACK 0.1 0.96 0.97 0.96
WAN 15 12000 SACK 0.0 0.91 0.93 0.90

WAN 15 36000 SACK 0.5 0.92 0.98 0.96

WAN 15 36000 SACK 0.1 0.73 0.96 0.83

WAN 15 36000 SACK 0.0 0.74 0.95 0.84

WAN 5 12000 Reno 0.5 0.77 0.93 0.96

WAN 5 12000 Reno 0.1 0.84 0.94 0.79

WAN 5 12000 Reno 0.0 0.99 0.99 1.00

WAN 5 36000 Reno 0.5 0.87 1.00 0.97

\\'AN 5 36000 Reno 0.1 0.46 0.82 0.97

\\\_N 5 36000 Reno 0.0 1.00 0.71 1.00

WAN 15 12000 Reno 0.5 0.53 0.90 0.91

WAN 15 12000 Reno 0.1 0.91 0.95 0.83

WAN 15 12000 Reno 0.0 0.91 0.90 0.90
WAN 15 36000 Reno 0.5 0.90 0.79 0.96

WAN 15 36000 Reno 0.1 0.65 0.73 0.51
WAN 15 36000 Reno 0.0 0.89 0.92 0.92

WAN 5 12000 Vanilla 0.5 0.99 0.78 0.89

_L_N 5 12000 \'anilla 0.1 0.78 0.87 0.76

WAN 5 12000 Vanilla 0.0 0.98 0.99 0.99

WAN 5 36000 Vanilla 0.5 1.00 0.78 0.98
WAN 5 36000 Vanilla 0.1 0.93 0.46 0.83

WAN 5 36000 Vanilla 0.0 0.75 1.00 0.73

WAN 15 12000 Vanilla 0.5 0.97 0.92 0.95

WAN 15 12000 Vanilla 0.1 0.89 0.94 0.94

WAN 15 12000 Vanilla 0.0 0.93 0.85 0.92

V_\_N 15 36000 Vanilla 0.5 0.89 0.88 0.92

WAN 15 36000 Vanilla 0.1 0.97 0.85 0.72

WAN 15 36000 Vanilla 0.0 0.83 0.77 0.88
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Table 7: TCP with VBR (300ms on/off) over UBR+ with GR : Satellite
q

Drop Policy TCP Buffer GR Efficiency Fairness

Selective Drop SACK 200000 0.5 0.87 0.91

Selective Drop SACK 200000 0.1 0.78 0.82

Selective Drop SACK 200000 0.0 0.74 0.87

Selective Drot) SACK 600000 0.5 0.99 1.00

Selective Drop SACK 600000 0.1 0.99 0.99

Selective Drop SACK 600000 0.0 0.99 1.00

Selective Drop Reno 200000 0.5 0.33 0.71

Selective Drop Reno 200000 0.1 0.24 0.93

Selective Drop Reno 200000 0.0 0.16 1.00

Selective Drop Reno 600000 0.5 0.35 0.99

Selective Drop Reno 600000 0.1 0.39 0.99

Selective Drop Reno 600000 0.0 0.30 0.98

Selective Drot) Vanilla 200000 0.5 0.83 0.90

Selective Drop Vanilla 200000 0.1 0.71 0.99
Selective Drop Vanilla 200000 0.0 0.81 0.87

Selective Drop Vanilla 600000 0.5 0.79 1.00

Selective Drot) Vanilla 600000 0.1 0.80 0.99

Selective Drop Vanilla 600000 0.0 0.76 1.00

Table 8: TCP with VBR (300INS on/off) over UBR+ with GR : Satellite

Drop Policy TCP Buffer GR Efficiency Fairness

Early Packet Discard SACK 200000 0.5 0.84 1.00

Early Packet Discard SACK 200000 0.1 0.88 0.87

Early Packet Discard SACK 200000 0.0 0.82 0.99

Early Packet Discard SACK 600000 0.5 0.99 0.95

Early Packet Discard SACK 600000 0.1 0.99 0.88

Early Packet Discard SACK 600000 0.0 0.99 1.00

Early Packet Discard Reno 200000 0.5 0.46 0.51

Early Packet Discard Reno 200000 0.1 0.26 0.89
Early Packet Discard Reno 200000 0.0 0.17 0.99

Early Packet Discard Reno 600000 0.5 0.36 0.96

Early Packet Discard Reno 600000 0.1 0.34 0.98

Early Packet Discard Reno 600000 0.0 0.28 0.98

Early Packet Discard Vanilla 200000 0.5 0.71 1.00

Early Packet Discard Vanilla 200000 0.1 0.76 0.85

Early Packet Discard Vanilla 200000 0.0 0.68 1.00

Early Packet Discard Vanilla 600000 0.5 0.78 0.99

Early Packet Discard Vanilla 600000 0.1 0.80 0.99

Early Packet Discard Vanilla 600000 0.0 0.77 0.98
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Table 9: TCP with VBR (300ms on/off) over UBR+ with GR : Satellite

Drop Poli(:y TCP Buffer GR Efficiency Fairness
UBR SACK 200000 0.5 0.87 0.91

UBR SACK 200000 0.1 0.87 1.00

UBR SACK 200000 0.0 0.85 1.00

UBR SACK 600000 0.5 0.93 0.85

UBR SACK 600000 0.1 0.96 0.87

UBR SACK 600000 0.0 0.90 0.96

UBR Reno 20000(I 0.5 0.87 0.88

UBR Reno 200000 0.1 0.36 0.92

UBR Reno 200000 0.0 0.38 0.9

UBR Reno 600000 0.5 0.84 0.84

UBR Reno 600000 0.1 0.69 0.77

UBR Reno 600000 0.0 0.47 0.98

UBR Vanilla 200000 0.5 0.87 0.84

UBR \.'anill_l 200000 0.1 0.73 1.00

UBR Vmfilla 200000 0.0 0.84 0.86
UBR Vanilla 600000 0.5 0.83 0.99

UBR Vanilla 600000 0.1 0.83 0.99

UBR Vanilla 600000 0.0 0.81 1.00
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1 Introduction

In recent years there has been a tremendous growth in the amount of WWW traffic over the Internet.

WWW traffic is essentially bursty in nature with periods of activity. The traffic pattern generated by a
large number of WWW connections is expected to be different from that generated by persistent TCP
traffic. In this contribution, we study the performance of WWW traffic over long delay networks for the
UBR+ service. In our previous work [GOYAL97a, GOYAL97b, KOTA97], we have assessed the

performance of persistent TCP traffic over UBR+ for various TCP options, UBR+ drop policies, buffer
sizes and link delays. In this contribution, we extend the previous studies to WWW traffic. We also
introduce another TCP model, NewReno [HOE96][FALL96], into our suite of TCP enhancements.

In this study, using our WWW traffic model, we perform full factorial simulations [JAIN91] involving

• TCP flavors: Vanilla, Fast Retransmit Recovery (Reno), NewReno and SACK

• UBR+ drop policies: Early Packet Drop (EPD) and Selective Drop (SD)

• Propagation delays: Satellite (Single-hop GEO, multiple-hop LEO/single-hop MEO) and WAN
delays

• Buffer sizes: We use three buffer sizes approximately corresponding to 0.5, I, and 2 times the round
trip delay-bandwidth products

The simulation results are analyzed using ANOVA techniques presented in [JAIN91], and briefly
described in Section 8.

Section 2 briefly discusses the key results of our previous work in TCP over UBR+. Section 3 presents an
overview of the TCP enhancements, especially NewReno and SACK. Section 4 briefly overviews two
UBR+ drop policies, EPD and Selective Drop, used in our simulations. We then describe our WWW

model in Section 5. Finally, we present our simulation experiments, techniques, performance metrics,
results and analysis.

2 Previous Work

In our past work, we have studied the performance of TCP over UBR+ and GFR for persistent TCP
traffic. Studies have shown that TCP results in poor performance over UBR. Performance was measured
in terms of efficiency and fairness. TCP performance over UBR can be improved by enhanced end-
system policies as well as switch buffer management policies (or drop policies). The results for persistent
TCP over UBR+ can be summarized as follows [GOYAL97a][GOYAL97b][GOYAL98]:

• TCP performance over UBR can be improved by TCP enhancements, intelligent drop policies,
guaranteed rate and sufficient buffer sizing.

• For low delay networks, intelligent drop policies provide the most improvement in performance.

• For long delay networks, end system _olicies have a more significant effect than drop policies. TCP
SACK results in the best performance.

• Providing a guaranteed rate to the UBR service categories significantly improves the performance of
TCP over UBR+ especially for long delay networks.

In our previous work, we did not assess the performance of NewReno by simulation.
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For satellite networks with Selective Drop and TCP SACK, a buffer size of 0.5 RTT*bandwidth is
sufficient for high performance even for a large number of TCP sources. Although higher buffer sizes
improve the performance, the improvement is small. Lower buffer sizes decrease the performance
significantly (both efficiency and fairness).

3 TCP Enhancements

TCP uses a window-based flow control and uses it also to limit the number of segments in the network.

"Vanilla TCP" consists of the slow start and congestion avoidance phases for congestion control. It
detects segment losses by the retransmission timeout. Coarse granularity of timeouts are the primary
cause of low TCP throughput over the UBR service. TCP Reno implements the fast retransmit and
recovery algorithms that enable the connection to quickly recover from isolated segment losses
[STEV97]. TCP Reno can efficiently recover from isolated segment losses, but not from bursty losses. As
a result, TCP Reno results in poor efficiency for long latency configurations especially for low buffer
sizes and persistent traffic.

3.1 TCP New Reno: A Modi fication to Fast Retransmit and Recovery

As indicated above, TCP Reno can not recover effectively from multiple packet drops. A modification to

Reno, popularly known as NewReno was proposed by Jenny Hoe [HOE96] to overcome this
shortcoming. She introduced a "fast-retransmit phase", in which the sender remembers the highest
sequence number sent (RECOVER) when the fast retransmit is first triggered. After the first
unacknowledged packet is retransmitted (when three duplicate ACKs are received), the sender follows the
usual fast recovery algorithm and increases the CWND by one segment for each duplicate ACK it
receives. When the sender receives an acknowledgment for the retransmitted packet, it checks if the ACK

acknowledges all segments including RECOVER. If so, the sender exits the fast retransmit phase, sets its
CWND to SSTHRESH and starts a linear increase (congestion avoidance phase). On the other hand, if the

ACK is a partial ACK, i.e., it acknowledges the retransmitted segment and only some of the segments
before RECOVER, then the sender immediately retransmits the next expected segment as indicated by the
ACK. A partial ACK also resets the CWND to SSTHRESH. This continues until all segments including
RECOVER are acknowledged. The NewReno retransmits one segment every round trip time until an
ACK is received for RECOVER. This mechanism ensures that the sender will recover from N segment

losses in N round trips.

Very recently, a description of the NewReno algorithm has appeared in [FLOY98]. This description
recommends a modification in which on receiving a partial ACK the congestion window is reduced by

amount of new data acknowledged and then incremented by 1 MSS. Another modification is suggested to
avoid multiple fast retransmits. Our implementation of NewReno reflects the behavior as implemented in
version ns-2. Ib3 of ns simulator [NS] and does not have these modifications.

Another issue raised in [FLOY98] is whether the retransmit timer should be reset after each partial ACK
or only after the first partial ACK. For satellite links, where retransmission timeout value is not much
larger than the round trip time (RTT), the first option is better. If the retransmit timer is reset only after
the first partial ACK, a retransmission timeout will be caused even for a small number of packets lost in a
window. For satellite links with their long delays, a timeout is very costly. However, for WAN links, the
retransmission timeout value is much larger than the RTT. For WAN links, if there are a number of
packets lost in a window, it is better to timeout and retransmit all the packets using slow-start than to
retransmit just I packet every RTT. In such a case, the second option is better. In our implementation, we
reset the retransmit timer after each partial ACK.

Further, in our implementation of NewReno, we have incorporated two changes suggested by [HOE96].
The first suggestion is to set the initial SSTHRESH value to RTT-bandwidth product. The second is to
send one new packet beyond RECOVER upon receiving 2 duplicate ACKs while in the fast-retransmit
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phase (to keep the "flywheel" going). In our implementation, on receiving a partial ACK, a single packet
is retransmitted. Since the TCP delay ACK timer is NOT set, all segments are ACKed as soon as they are
received.

3.2 SACK TCP: Selective A cknowledgements

TCP with Selective Acknowledgments (SACK TCP) has been proposed to efficiently recover from

multiple segment losses [MATH96]. In SACK TCP, acknowledgments contain additional information
about the segments that have been received by the destination. When the destination receives out-of-order
segments, it sends duplicate ACKs (SACKs) acknowledging the out-of-order segments it has received.
From these SACKs, the sending TCP can reconstruct information about the segments not received at the
destination. On receiving three duplicate ACKs, the sender retransmits the first lost segment and enters
"fast-retransmit" phase as in NewReno. The CWND is set to half its current value. SSTHRESH is set to
the new value of CWND and the highest sequence number sent so far is recorded in RECOVER. As in
NewReno, the sender does not come out of the fast-retransmit phase until it has received the ACK for

RECOVER. However, in the fast-retransmit phase if allowed by the window, the sending TCP uses the
SACK information to retransmit lost segments before sending any new data. A sender implementing
NewReno can retransmit only one lost segment every RTT. Thus it recovers from N segment losses in N
RTTs. However, a sender implementing SACK can recover from N segment losses much faster.

Our implementation of SACK is based on the description in [FALL96][FLOY95][MATH96]. The SACK
is sent whenever out-of-sequence data is received. All duplicate ACKs contain the SACK option. The
receiver keeps track of all the out-of-sequence data blocks received. When the receiver generates a
SACK, the first SACK block specifies the block of data formed by the most recently received data
segment. This ensures that the receiver provides the most up to date information to the sender. After the
first SACK block, the remaining blocks can be filled in any order.

The sender keeps a table of all the segments sent but not ACKed. When a segment is sent, it is entered
into the table. When the sender receives an ACK with the SACK option, it marks all the segments

specified in the SACK option blocks as SACKed. The entries for each segment remain in the table until
the segment is ACKed. When the sender receives three duplicate ACKs, it retransmits the first
unacknowledged packet and enters fast-retransmit phase. During the fast retransmit phase, when the
sender is allowed to send, it first tries to retransmit the holes in the SACK blocks before sending any new
segments. When the sender retransmits a segment, it marks the segment as retransmitted in the table. If a
retransmitted segment is lost, the sender times out and performs slow start. When a timeout occurs, the
sender resets the SACK table.

During the fast retransmit phase, the sender maintains a variable called "PIPE" that indicates the number
of bytes currently in the network. When the third duplicate ACK is received, PIPE is set to the value of
CWND - 3 segments and CWND is reduced by half. For every subsequent duplicate ACK received, PIPE
is decremented by one segment because the ACK denotes a packet leaving the network. The sender sends
data (new or retransmitted) only when PIPE is less than CWND value. This implementation is equivalent
to inflating the CWND by one segment for every duplicate ACK and sending segments if the number of
unacknowledged bytes is less than the congestion window value.

When a segment is sent, PIPE is incremented by one segment. When a partial ACK is received, PIPE is
decremented by two. The first decrement is because the partial ACK represents a retransmitted segment
leaving the pipe. The second decrement is done because the original segment that was lost, and had not
been accounted for, is now actually considered to be lost.
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4 UBR+ Drop Policies

The basic UBR service can be enhanced by implementing intelligent drop policies at the switches. In this
study, we have used EPD and Selective Drop as drop policies.

4.1 Early Packet Discard (E PD)

The Early Packet Discard policy [ROMA95] maintains a threshold R, in the switch buffer. When the

buffer occupancy exceeds R, then all new incoming packets are dropped. Partially received packets are
accepted if possible.

The drop threshold R should be chosen so that on crossing the threshold, the switch has enough buffer left
to accept cells of all incomplete packets currently in the buffer. However, if the number of VCs passing
through the switch is large, it is possible that the entire buffer may not be enough to store one complete
packet of each VC.

4.2 Selective Drop (SD)

The Selective Drop policy [GOYAL98] uses per-VC accounting, i.e., keeps track of current buffer
utilization of each active UBR VC. A UBR VC is called "active" if it has at least one cell currently
buffered in the switch. The total buffer occupancy, X, is allowed to grow until it reaches a threshold R,
maintained as a fraction of the buffer capacity K. A fair allocation is calculated for each active VC, and if
the VC_ buffer occupancy Xi exceeds its fair allocation, its subsequent incoming packet is dropped.
Mathematically, in the Selective Drop scheme, an active VC's entire packet is dropped if

(X > R) AND (Xi > Z X/Na)

where Na is the number of active VCs and Z is another threshold parameter (0 < Z <= 1) used to scale the
effective drop threshold.

5 WWW Traffic Mode I

The WWW uses Hypertext Transfer Protocol (HTTP). HTTP uses TCP/IP for communication between
WWW clients and WWW servers [LEE96]. Modeling of the WWW traffic is difficult because of the
changing nature of web traffic. In this section, we outline our model and the inherent assumptions.

5.1 Implications of the HTT P/I.1 standard

The main difference between version 1.1 of the Hypertext Transfer Protocol, HTTP/I.I [FIEL97], and
earlier versions is the use of persistent TCP connections as the default behavior for all HTTP connections.
In other words, a new TCP connection is not set up for each HTTP/1.1 request. The HTTP client and the
HTTP server assume that the TCP connection is persistent until a Close request is sent in the HTTP
Connection header field.

Another important difference between HTTP/I.1 and earlier versions is that the HTTP client can make
multiple requests without waiting for responses from the server (called pipelining). Earlier models were

closed-loop in the sense that each request needed a response before the next request could be sent.
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5.2WWW Server Model

Our WWW traffic arrival model is an extension of that specified in SPECweb96 benchmark [SPEC96].
In our model, a WWW server, on receiving a request from a WWW client sends some data back. The
amount of data to be sent (the requested file size) is determined by classifying the client request into one
of five classes (Class 0 through Class 4), shown in Table 1. As shown in the table, 20% of the requests are
classified as Class 0 requests, i.e., less than I KB of data is sent in the response. Similarly 28% of file
requests are classified as Class 1 requests and so on. We model our WWW servers as infinitely fast
servers, i.e., the response is generated as soon as the request is received.

Table 1 WWW Server File Size Cia_es

Class File Size Range Frequency
O/Access

Class 0 0 - 1 KB 20 %

Class 1 I KB- 10 KB 28 %

Class 2 10 KB - 100 KB 40 %

Class 3 100 KB - 1 MB I 1.2 %

Class 4 I MB - 10 MB 0.8 %

There are nine discrete sizes in each class (e.g. Class I has I KB, 2 KB, up to 9 KB and Class 2 has l0
KB, 20 KB, through 90 KB and so on.). Within a class, one of these nine file sizes is selected according
to a Poisson Distribution with mean 5. The model of discrete sizes in each class is based on the

SPECweb96 benchmark [SPEC96]. The key differences from the SPEC model are

(i) the assumptions of an infinite server, i.e. no processing time taken by server for a client request,
and

(ii) a new class of file sizes ( 1 MB - 10 MB), which allows us to model file sizes larger than those in
the SPEC benchmark and the corresponding change in the percentage distribution of client
requests into server file size classes.

The reason for the new class of file sizes is to model downloading of large software and off/ine browsing
of search results. The percentages of requests falling into each of file size classes have been changed so
that average requested file size is around 120 KB, as opposed to 15 KB in SPECweb96 model. We
believe the new figure better represents the current WWW traffic scenario. The reason for having 20% of
the requests classified as Class 0 requests is explained in next sub-section.

5.3 WWW Client Model

The HTTP-model in [MAH97] describes an empirical model of WWW clients based on observations in a

LAN environment. Specifically, a typical client is observed to make, on the average, four HTTP GET
requests for a single document. Multiple requests are needed to fetch inline images, if any. With the
introduction of JAVA scripts in web pages, additional accesses maybe required to fetch the scripts.
Therefore, we use five as the average number of Hq-"FP GET requests. In our model, a WWW client
makes 1 to 9 requests for a single document, The number is Poisson distributed around a mean of 5.
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These requests are separated by a random time interval between 100 ms to 500 ms. Caching effects at the
clients are ignored.

Typically, the first request from an HTTP client accesses the index page (plain text), which is of size 1
KB or less. Since every fifth request is expected to be an index page access, WWW server classifies 20%

(= 1/5) of the client requests as Class 0 requests and sends I KB or less data in the response.

We also model a time lag between batches of requests (presumably for the same document), that

corresponds to the time taken by the user to request a new document, as a constant, 10 seconds. While this
may be too short a time for a human user to make decisions, it also weights the possibility of offiine
browsing where the inter-batch time is much shorter.

We do not attempt to model user behavior across different servers. The main purpose of using this

simplistic model is to approximate the small loads offered by individual web connections, and to study
the effects of aggregation of such small loads on the network.

6 Simulation Experime nts

Figure 1 shows the configuration used in all our simulations. The configuration consists of 100 WWW
clients being served by 100 WWW servers, one server for each client. Both WWW clients and servers use
underlying TCP connections for data transfer. The switches implement the UBR+ service with optional
drop policies described earlier. The following subsections describe various configuration parameters, TCP

parameters, and switch parameters used in the simulations.

©

Figure 1 Simulation Configuration with 100 WWW Client-Server Connections

6.1 Configuration Paramete rs

• Links connecting server/client TCPs to switches have a bandwidth of 155.52 Mbps (149.76 Mbps
after SONET overhead), and a one way delay of 5 microseconds.

The link connecting the two switches has a bandwidth of 45Mbps (T3). It simulates one of three
scenarios: a WAN, a multiple hop LEO/single hop MEO or a GEO link. The corresponding one-way
link delays are 5 ms, 100 ms and 275 ms, respectively.

Since the propagation delays on the links connecting client/server TCPs to switches are negligible
compared to the delay on the inter-switch link, the round trip times (RTTs) due to propagation delay
are 10 ms, 200 ms and 550 ms for WAN, LEO/MEO and GEO, respectively.
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• All simulations run for 100 secs. Since every client makes a new set of requests every 10 secs, the
simulations run for 10 cycles of client requests.

6.2 TCP Parameters

• Underlying TCP connections send data as specified by the client/server applications. A WWW client
asks its TCP to send a 128 byte packet as a request to the WWW server TCP.

• TCP maximum segment size (MSS) is set to 1024 for WAN links and 9180 for LEO/MEO and GEO
links.

• TCP timer granularity is set to 100 ms.

TCP maximum receiver window size is chosen so that it is always greater than RTT-bandwidth
product of the path. Such a value of receiver window ensures that receiver window does not prevent
sending TCPs from filling up the network pipe. For WAN links (10 ms RTT due to propagation
delay), the default receiver window size of 64K is sufficient. For MEO links (200 ms RTT), RTY-
bandwidth product is 1,125,000 bytes. By using the TCP window scaling option and having a window
scale factor of 5, we achieve an effective receiver window of 2,097,120 bytes. Similarly, for GEO
links (550 ms RTT), the RTT-bandwidth product is 3,093,750 bytes. We use a window scale factor of
6 to achieve an effective receiver window of 4,194,240 bytes.

TCP "Silly Window Syndrome Avoidance" is disabled because in WWW traffic many small
segments (due to small request sizes, small file sizes or last segment of a file) have to be sent
immediately.

It has been proposed in [HOE96] that instead of having a fixed initial SSTHRESH of 64 KB, the
RTT-bandwidth product of the path should be used as initial SSTHRESH. In our simulations, we
have implemented this. Hence, the initial SSTHRESH values for WAN, MEO and GEO links are
56,250, I, i 25,000 and 3,093,750 bytes respectively.

• The TCP delay ACK timer is NOT set. Segments are ACKed as soon as they are received.

6.3 Switch Parameters

• The drop threshold R is 0.8 for both drop policies - EPD and SD. For SD simulations, threshold Z
also has a value 0.8.

We use three different values of buffer sizes in our experiments. These buffer sizes approximately
correspond to 0.5, I, and 2 RTT - bandwidth products. For WAN delays, the largest buffer size is
2300 cells. This is a little more than the 2 RTI" - bandwidth product. The reason for selecting 2300 is
that this is the smallest buffer size that can hold one complete packet (MSS=1024 bytes) for each of
the 100 TCP connections. For WAN, 0.5 RTT and I RTT buffers are not sufficient to hold one packet
from each of the 100 TCPs. This problem will also occur in MEO and GEO TCPs if the number of
TCPs is increased. Some preliminary analysis has shown that the buffer size required for good
performance may be related to the number of active TCP connections as well as the RTT-bandwidth
product. Further research needs to be performed to provide conclusive results of this effect. Table 2
shows the switch buffer sizes used in the simulations.
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Table 2 Switch Buffer Sizes used for Simulations

Link Type (RTT)

WAN (10 ms)

Multiple-Hop
LEO/Single-Hop
MEO (200 ms)

Single-Hop GEO (550
ms)

RTT-bandwidth

product (cells)

1062

21230

58380

Switch Buffer Sizes

(cells)

531,1062,2300

10615,21230,42460

29190,58380,116760

7 Performance Metrics

The performance of TCP is measured by the efficiency and fairness index which are defined as follows.
Let x_be the throughput of the ith TCP connection (1 < i < 100). Let C be the maximum TCP throughput
achievable on the link. Let E be the efficiency of the network. Then, E is defined as

i=N

E- i=l

C

where N = 100 and Y,xi is sum of all 100 server throughputs.

The TCP throughput values are measured at the client TCP layers. Throughput is defined as the highest
sequence number in bytes received at the client from the server divided by the total simulation time. The
results are reported in Mbps.

Due to overheads imposed by TCP, IP, LLC and AAL5 layers, the maximum possible TCP over UBR
throughput depends on the TCP maximum segment size (MSS). For MSS = 1024 bytes (on WAN links),
the ATM layer receives 1024 bytes of data + 20 bytes of TCP header + 20 bytes of IP header + 8 bytes of
LLC header + 8 bytes of AAL5 trailer. These are padded to produce 23 ATM cells. Thus, each TCP
segment of 1024 bytes results in 1219 bytes at the ATM layer. Thus, the maximum possible TCP
throughput C is 1024/1219 = 84%. This results in 37.80 Mbps approximately on a 45 Mbps link.
Similarly, for MSS = 9180 bytes (on MEO, GEO links), C is 40.39 Mbps approximately. Since, the "Silly
Window Syndrom Avoidance" is disabled (because of WWW traffic), some of the packets have less than
1 MSS of data. This decreases the value of C a little. However, the resulting decrease in the value of C
has an insignificant effect on the overall efficiency metric.

In all simulations, the 45 Mbps(T3) link between the two switches is the bottleneck. The average total
load generated by 100 WWW servers is 48 Mbps 2.

" A WWW server gets on average 5 client requests every 10 s and sends on average 120 kB of data for each request. This means

that on average a WWW server schedules 60 kBps i.e. 480 kbps of data. Hence average total load generated by 100 WWW

servers is 48 Mbps.
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We measure fairness by calculating the Fairness Index F defined by:

F

i: xi/eii
i=1

i:N ._

N× (xi/ei"
i=1

where N = 100 and e_ is the expected throughput for connection i. In our simulations, ei is the max-min

fair share that should be allocated to server i. On a link with maximum possible throughput C, the fair
share of each of the 100 servers is C/100. Let Si be the maximum possible throughput that a server can
achieve, calculated as the total data scheduled by the server for the client divided by simulation time.

For all i_ for which S, < C/100, ei = S, i.e., servers that schedule less than their fair share are allocated

their scheduled rates. This determines the first iteration of the max-min fairness calculation. These ea_ are
subtracted from C, and the remaining capacity is again divided in a max-min manner among the
remaining connections. This process is continued until all remaining servers schedule more than the fair
share in that iteration, for those servers e, = the fairshare.

8 Simulation Analysis and Results

In this section, we present a statistical analysis of simulation results for WAN, multiple hop LEO/single
hop MEO and GEO links and draw conclusions about optimal choices for TCP flavor, switch buffer sizes
and drop policy for these links. The analysis techniques we have used here are described in detail in

[JAIN91]. The next subsection gives a brief description of these techniques. The following subsections
present simulation results for WAN, LEO/MEO, and GEO links, respectively.

8.1 Analysis Technique

The purpose of analyzing results of a number of experiments is to calculate the individual effects of
contributing factors and their interactions. These effects can also help us in drawing meaningful
conclusions about the optimum values for different factors. In our case, we have to analyze the effects of
the TCP flavors, buffer sizes and drop policies in determining the efficiency and fairness for WAN, MEO
and GEO links. Thus, we have 3 factors: TCP flavor, switch buffer size and drop policy. The values a
factor can take are called 'levels' of the factor. For example, EPD and SD are two levels of the factor
'Drop Policy'. Table 3 lists the factors and their levels used in our simulations.

Table 3 Factors and Levels in simulations

Factor Levels

TCP flavor Vanilla Reno NewReno SACK

Switch drop policy EPD SD

Switch buffer size 0.5 RTT 3 1 RTT 2 RTT

Here onwards, when we say 1 RTI" worth of buffer, we mean a buffer size equal to the product of R'Iq" and link bandwidth in
terms of cells.
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The analysis is done separately for efficiency and fairness, and consists of the calculating the following
terms:

, Overall mean: This consists of the calculation of the overall mean 'Y' of the result (efficiency or
fairness).

, Total variation: This represents the variation in the result values (efficiency or fairness) around
the overall mean 'Y'..

, Main effects: These are the individual contributions of a level of a factor to the overall result. A

particular main effect is associated with a level of a factor, and indicates how much variation
around the overall mean is caused by the level. We calculate the main effects of 4 TCP flavors, 3
buffer sizes, and 2 drop policies.

. First order interactions: These are the interaction between levels of two factors. In our

experiments, there are first order interactions between each TCP flavor and buffer size, between
each drop policy and TCP flavor, and between each buffer size and drop policy.

. Allocation of variation: This is used to explain how much each effect contributes to the total
variation. An effect (a factor or interaction), which explains a large fraction of the total variation,
is said to be important.

. Overall standard error: This represents the experimental error associated with each result value.
The overall standard error is also used in the calculation of the confidence intervals for each
effect.

. Confidence intervals for main effects: The 90% confidence intervals for each main effect are

calculated. If a confidence interval contains 0, then the corresponding level of the factor is not
statistically significant. If confidence intervals of two levels overlap, then the effects of both
levels are assumed to be similar.

The first step of the analysis is the calculation of the overall mean 'Y' of all the values. The next step is
the calculation of the individual contributions of each level 'a' of factor 'A', called the 'Main Effect'. The

'Main Effect' of 'A' at level 'a' is calculated by subtracting the overall mean 'Y' from the mean of all
results with 'a' as the value for factor 'A'. The 'Main Effects' are calculated in this way for each level of
each factor.

We then calculate the interactions between two factors. The interaction between levels of two factors is

called 'First-order interaction'. For calculating the interaction between level 'a' of factor 'A' and level 'b'
of factor 'B', an estimate is calculated for all results with 'a' and 'b' as values for factors 'A' and 'B'.
This estimate is the sum of the overall mean 'Y' and the 'Main Effects' of levels 'a' and 'b'. This

estimate is subtracted from the mean of all results with 'a' and 'b' as values for factors 'A' and 'B' to get
the 'Interaction' between levels 'a' and 'b'. Although one could continue computing second and higher
order interactions, we limit our analysis to 'First-order interactions' only. Higher order interactions are

assumed to small or negligible.

We then perform the calculation of the 'Total Variation' and 'Allocation of Variation'. First, the value of
the square of the overall mean 'Y' is multiplied by the total number of results. This value is subtracted
from the sum of squares of individual results to get the 'Total Variation' among the results. The next step
is the 'Allocation of Total Variation' to individual 'Main Effects' and 'First-order interactions'. To

calculate the variation caused by a factor 'A', we take the sum of squares of the main effects of all levels
of 'A' and multiply this sum with the number of experiments conducted with each level of 'A'. For
example, to calculate the variation caused by TCP flavor, we take the sum of squares of the main effects
of all its levels (Vanilla, Reno, NewReno and SACK) and multiply this sum by 6 (with each TCP flavor
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we conduct 6 different simulations involving 3 buffer sizes and 2 drop policies). In this way, the variation
caused by all factors is calculated. To calculate the variation caused by first-order interaction between two
factors 'A' and 'B', we take the sum of squares of all the first-order interactions between levels of 'A' and
'B' and multiply this sum with the number of experiments conducted with each combination of levels of
'A' and 'B'.

The next step of the analysis is to calculate the overall standard error for the results. This value requires
calculation of individual errors in results and the degrees of freedom for the errors. For each result value,
an estimate is calculated by summing up the overall mean 'Y', main effects of the parameter levels for the
result and their interactions. This estimate is subtracted from the actual result to get the error 'e_' for the
result.

If a factor 'A' has 'NA' levels, then the total number of degrees of freedom is I-I(NA). Thus, for our
analysis, the total number of degrees of freedom is 4 × 2 × 3 = 24. The degrees of freedom associated
with the overall mean 'Y' is 1. The degrees of freedom associated with 'main effects' of a factor 'A' are

'NA -- I'. Thus, degrees of freedom associated with all 'main effects' are Y(NA - 1). Similarly, the degrees
of freedom associated with the first-order interaction between 2 factors 'A' and 'B' are (NA - 1)×(Nn - 1).
Thus, degrees of freedom associated with all first-order interactions are Y(NA - I)x(NB - I), with the
summation extending over all factors. In our analysis, the degrees of freedom associated with all 'main

effects' are 3 + I + 2 = 6 and the degrees of freedom associated with all first-order interactions are (3 × I)
+ (3 x2)+(I x2)= I1.

Since we use the overall mean 'Y', the main effects of individual levels and their first-order interactions
to calculate the estimate, the value of the degrees of freedom for errors '_' is calculated as follows:

d,,: l-I (Na)- l- X (NA-')x (N,, -l)

In our case, d_=24-1-6-11=6.

To calculate the overall standard error s_, the sum of squares of all individual errors ei is divided by the
number of degrees of freedom for errors '4' (6 in our case). The square root of the resulting value is the
overall standard error.

s,

Finally, based on the overall standard error, we calculate the 90% confidence intervals for all 'main

effects' of each factor. For this purpose, we calculate the standard deviation 'sA' associated with each
factor 'A' as follows:

s,,=s.×,/(NA- ')/FI (N )
Here, 'NA' is the number of levers for factor 'A' and FI(NA) is the total number of degrees of freedom.

The variation around the 'main effect' of all levels of a factor 'A' to get a 90% confidence level is given
by the standard deviation 'SA' multiplied by t[O.95,de], where t[O.95,d_] values are quantiles of the t
distribution [JAIN91 ].

Hence, if 'ME._' is the value of the main effect of level 'a' of factor 'A', then the 90% confidence interval

for 'ME,,' is {ME,, + sA x t[O.95,d_]}. The main effect value is statistically significant only if the
confidence interval does not include 0.
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This wasonly a brief descriptionof thetechniquesusedto analyzesimulationresults.Thedetailed
descriptionoftheanalysismethodcanbefoundin [JAIN91].

8.2 Simulation Results for WAN links

Table 4 presents the individual efficiency and fairness results for WAN links. Table 5 shows the
calculation of 'Total Variation' in WAN results and 'Allocation of Variation' to main effects and first-

order interactions. Table 6 shows the 90% confidence intervals for the main effects. A negative value of
main effect implies that the corresponding level of the factor decreases the overall efficiency and vice
versa. If a confidence interval encloses 0, the corresponding level of the factor is assumed to be not
significant in determining performance.

Table 4 Simulation Results for WAN links

TCP Buffer = 0.5 RTT Buffer = l RTT Buffer = 2 RTT
Flavor

Efficiency Fairness Efficiency Fairness Efficiency Fairness

Vanilla 0.4245 0.5993 0.5741 0.9171 0.7234 0.9516

Reno 0.6056 0.8031 0.7337 0.9373 0.8373 0.9666

NewReno 0.8488 0.8928 0.8866 0.9323 0.8932 0.9720

SACK 0.8144 0.7937 0.8948 0.8760 0.9080 0.8238

Vanilla 0.4719 0.6996 0.6380 0.9296 0.8125 0.9688

Reno 0.6474 0.8230 0.8043 0.9462 0.8674 0.9698

NewReno 0.8101 0.9089 0.8645 0.9181 0.8808 0.9709

SACK 0.7384 0.6536 0.8951 0.8508 0.9075 0.8989

Drop
Policy

EPD

SD
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Table5AllocationofVariationforWANEfficiencyandFairnessValues

Component Sum of Squares %age of Variation

Individual Values

Overall Mean

Efficiency

14.6897

Fairness

18.6266

14.2331 18.3816

Total Variation 0.4565 0.2450

Main Effects:

TCP Flavor 0.2625 0.0526

Buffer Size 0. !381 0.1312

Drop Policy 0.0016 0.0002

First-order Interactions:

TCP Flavor-Buffer Size 0.0411 0.0424

TCP Flavor-Drop Policy 0.0104 0.0041

Buffer Size-Drop Policy 0.0015 0.0009

Efficiency Fairness

100 100

57.50 21.49

30.24 53.55

0.34 0.09

8.99 17.32

2.27 1.68

0.33 0.38

Standard Error, se = 0.0156(For Efficiency), 0.0472(For Fairness)
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Table 6 Main Effects and their Confidence Intervals for WAN

Factor Main Effect Confidence Interval

Efficiency Fairness Efficiency Fairness

TCP Flavor:

Vanilla -0.1627 -0.0308 (-0. !734,-0.1520) (-0.0632,0.00 !6)

Reno -0.0208 0.0325 (-0.0315,-0.0101 ) (0.0000, 0.0649)

NewReno 0.0939 0.0573 (0.0832,0.1046) (0.0248, 0.0898)

SACK 0.0896 -0.0590 (0.0789,0.1003) (-0.0914, -0.0265)

Buffer Size:

0.5 R'Iq" -0.1000 -0.1034 (-0.1087,-0.0912) (-0.1299,-0.0769)

1 R'Iq" 0.0163 0.0382 (0.0076,0.0250) (0.0117, 0.0647)

2 RTT cells 0.0837 0.0651 (0.0749,0.0924) (0.0386, 0.0916)

Drop Policy:

EPD -0.0081 -0.0030 (-0.0142, -0.0019) (-0.0217,0.0157)

SD 0.0081 0.0030 (0.0019,0.0 !42)

8.2.1 Analysis of Efficiency values: Results and Observations

The following conclusions can be drawn from the above tables:

I.

.

.

(-0.0157, 0.0217)

TCP flavor explains 57.5% of the variation and hence is the major factor in determining efficiency. It can be
established from confidence intervals of effects of different TCP flavors that NewReno and SACK have better

efficiency performance than Vanilla and Reno. Since the confidence intervals of effects of SACK and
NewReno overlap, we cannot say that one performs better than the other. Confidence intervals for the effects
of Vanilla and Reno suggest that Reno performs better than Vanilla.

Buffer size explains 30.24% of the variation and hence is the next major determinant of efficiency.
Confidence intervals for effects of different buffer sizes clearly indicate that efficiency increases substantially
as buffer size is increased. However, if we look at individual efficiency values, it can be noticed that only
Vanilla and Reno get substantial increase in efficiency as buffer size is increased from I RTT to 2 RTT.

The interaction between buffer size and TCP flavor explains 8.99% of the variation. The large interaction is
because of the fact that only Vanilla and Reno show substantial gains in efficiency as the buffer size is
increased from 1 RTT to 2 RTT. For SACK and NewReno, increasing buffer sizes from I RTT to 2 RTT does
not bring much increase in efficiency. This indicates that SACK and NewReno can tolerate the level of packet
loss caused by a buffer size of 1 RTT.
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. Though the variation explained by drop policy is negligible, it can be seen that for Vanilla and Reno, SD

results in better efficiency than EPD for the same buffer size. This is because for EPD, after crossing the
threshold R, all new packets are dropped and buffer occupancy does not increase much beyond R. However
for SD, packets of VCs with low buffer occupancy are still accepted. This allows the buffer to be utilized
more efficiently and fairly and to better efficiency as well as fairness.

. For NewReno and SACK, the efficiency values are similar for EPD and SD for same buffer size. This is
because NewReno and SACK are much more tolerant of packet loss than Vanilla and Reno. Thus the small

decrease in number of packets dropped due to increased buffer utilization does not cause a significant increase
in efficiency.

. It can be noticed from individual efficiency values that SACK generally performs a little better than
NewReno except when buffer size is very low (0.5 RTT). Better performance of NewReno for very low
buffer size can be explained as follows. Low buffer size means that a large number of packets are dropped.
When in fast retransmit phase, NewReno retransmits a packet for every partial ACK received. However,
SACK does not retransmit any packet till PIPE goes below CWND value. A large number of dropped packets
mean that not many duplicate or partial ACKs are forthcoming. Hence PIPE may not reduce sufficiently to
allow SACK to retransmit all the lost packets quickly. Thus, SACK_ performance may perform worse than
NewReno under extreme congestion.

We conclude that SACK and NewReno give best performance in terms of efficiency for WAN links. For
NewReno and SACK, a buffer size of 1 RTT is sufficient for getting close to best efficiency with either EPD or
SD as the switch drop policy.

8.2.2 Analysis of Fairness valu es: Results and Observations

I. Buffer size largely determines fairness as 53.55 % of the variation is explained by the buffer size. Confidence
intervals |br effects of buffer sizes suggest that the fairness increases substantially as buffer size is increased
from 0.5 RTT to I RTT. Since confidence intervals for buffers of I RTT and 2 RTTs overlap, it cannot be
concluded that 2 RTT buffers result in better performance than I RTI" buffers.

2. TCP flavor is the next major factor in determining fairness as it explains 21.49 % of the variation. Confidence
intervals tbr effects of TCP flavor on fairness, clearly suggest that NewReno results in the best fairness and
SACK results in the worst fairness.

. SD only increases fairness for low buffer sizes. Overall, both the allocation of variation to drop policy, and
confidence intervals for effects of SD and EPD suggest that SD does not result in higher fairness when
compared to EPD for bursty traffic in WAN links unless buffer sizes are small.

8.3 Simulation Results for MEO links

Table 7 presents the individual efficiency and fairness results for MEO links. Table 8 shows the
calculation of 'Total Variation' in MEO results and 'Allocation of Variation' to main effects and first-
order interactions. Table 9 shows the 90% confidence intervals for main effects.
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Table 7 Simulation Results for MEO Links

Drop TCP Buffer = 0.5 RTT Buffer = 1 RTT Buffer = 2 RTT
Policy Flavor

Efficiency Fairness Efficiency Fairness Efficiency Fairness

EPD Vanilla 0.8476 0.9656 0.8788 0.9646 0.8995 0.9594

Reno 0.8937 0.9659 0.9032 0.9518 0.9091 0.9634

NewReno 0.9028 0.9658 0.9105 0.9625 0.9122 0.9616

SACK 0.9080 0.9517 0.9123 0.9429 0.9165 0.9487

SD Vanilla 0.8358 0.9649 0.8719 0.9684 0.9009 0.9615

Reno 0.8760 0.9688 0.8979 0.9686 0.9020 0.9580

NewReno 0.8923 0.9665 0.8923 0.9504 0.8976 0.9560

SACK 0.9167 0.9552 0.9258 0.9674 0.9373 0.9594

Table 8 Allocation of Variation for MEO Efficiency and Fairness Values

Component Sum of Squares %age of Variation

Individual Values

Overall Mean

Total Variation

Main Effects:

TCP Flavor

Buffer Size

Drop Policy

First-order Interactions:

TCP Flavor-Buffer Size

TCP Flavor-Drop Policy

Efficiency Fairness Efficiency Fairness

!9.3453 22.1369

19.3334

0.0119

22.1357

0.0012 lO0 100

Buffer Size-Drop Policy

Standard Error, se = 0.0036(For Efficiency), 0.0060(For Fairness)

0.0067 0.0003 56.75 29.20

0.0026 0.0001 21.73 7.70

0.0001 0.0001 0.80 6.02

0.0016 0.0001 13.42 10.16

0.0007 0.0003 6.11 22.60

0.0001 0.0001 0.53 6.03
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Table 9 Main Effects and Their Confidence Intervals for MEO

Factor Mean Effect

Efficiency Fairness

TCP Flavor:

Confidence Interval

Efficiency Fairness

Vanilla -0.0251 0.0037 (-0.0276,-0.0226)

Reno -0.0005 0.0024 (-0.0030,0.0019)

NewReno 0.0038 0.0001 (0.0013,0.0062)

SACK 0.02 !9 -0.0062 (0.0194,0.0244)

Buffer Size:

0.5 RTT -0.0134 0.0027 (-0.0154,-0.0114)

1 RTT 0.0016 -0.0008 (-0.0005,0.0036)

2 RTT 0.0119 -0.0019 (0.0098,0.0139)

Drop Policy:

EPD 0.0020 -0.0017

SD -0.0020 0.0017

(-0.0004,0.0078)

(-0.0017,0.0065)

(-0.0040,0.0042)

(-0.0 !03,-0.0020)

(-0.0007,0.0060)

(-0.0042,0.0026)

(-0.0052,0.0015)

(0.0006,0.0034) (-0.0041,0.0007)

(-0.0034,-0.0006) (-0.0007,0.0041 )

8.3.1 Analysis of Efficiency values: Results and Observations

l, TCP flavor explains 56.75% of the variation and hence is the major factor in deciding efficiency
value. Non overlapping confidence intervals for effects of TCP flavors clearly indicate that SACK
results in best efficiency followed by NewReno, Reno and Vanilla. However, it should be noticed that
difference in performance for different TCP flavors is not very large.

. Buffer size explains 21.73% of the variation and hence is the next major determinant of efficiency.
Confidence intervals for effects of different buffer sizes indicate that efficiency does increase but only

slightly as buffer size is increased. However, Vanilla's efficiency increases by about 5% with
increase in buffer size from 0.5 RTT to 2 RTI'. The corresponding increase in efficiency for other
TCP flavors is around 2% or less. This also explains the large interaction between buffer sizes and

TCP flavors (explaining 13.42% of the total variation).

3. Drop policy does not cause any significant difference in efficiency values.

Thus, SACK gives best performance in terms of efficiency for MEO links. However, difference in
performance for SACK and other TCP flavors is not substantial. For SACK, NewReno and FRR, the
increase in efficiency with increasing buffer size is very small. For MEO links, 0.5 RTT is the optimal
buffer size for all non-Vanilla TCP flavors with either EPD or SD as drop policy.
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8.3.2 Analysis of Fairness valu es: Results and Observations

As we can see from individual fairness values, there is not much difference between fairness values for

different TCP flaovrs, buffer sizes or drop policies. This claim is also supported by the fact that all 9 main
effects have very small values, and for 8 of them, their confidence interval encloses 0. Thus, for MEO
delays, 0.5 RTF buffer is sufficient for good fairness with any drop policy for all flavors of TCPs.

8.3.3 Simulation Results for GEO links

Table 10 presents the individual efficiency and fairness results for GEO links. Table il shows the
calculation of 'Total Variation' in GEO results and 'Allocation of Variation' to main effects and first-
order interactions. Table 12 shows the 90% confidence intervals for main effects.

Table 10 Simulation Results for GEO Links

TCP Buffer = 0.5 RTT Buffer = ! RTT Buffer = 2 RTT
Flavor

Efficiency Fairness Efficiency Fairness Efficiency Fairness

Vanilla 0.7908 0.95 !8 0.7924 0.9365 0.8478 0.9496

Reno 0.8050 0.9581 0.8172 0.9495 0.8736 0.9305

New Reno 0.8663 0.9613 0.8587 0.9566 0.8455 0.9598

SACK 0.9021 0.9192 0.9086 0.9514 0.9210 0.9032

Vanilla 0.8080 0.9593 0.8161 0.9542 0.8685 0.9484

Reno 0.8104 0.9671 0.7806 0.9488 0.8626 0.9398

NewReno 0.7902 0.9257 0.8325 0.9477 0.8506 0.9464

SACK 0.9177 0.9670 0.9161 0.9411 0.9207 0.9365

Drop
Policy

EPD

SD
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Table 11 Allocation of Variation for GEO Efficiency and Fairnes_s Values

Component Sum of Squares %age of Variation

Efficiency Fairness Efficiency Fairness

Individual Values 17.3948 21.4938

Overall Mean 17.3451 21.4884

Total Variation 0.0497 0.0054

Main Effects:

TCP Flavor 0.0344 0.0008

Buffer Size 0.0068 0.0006

Drop Policy 0.0001 0.000 !

First-order Interactions:

TCP Flavor-Buffer Size 0.0037 0.0012

TCP Flavor-Drop Policy 0.0025 0.0014

Buffer Size-Drop Policy 0.0002 0.0001

!00 100

69.16 14.47

13.65 I 1.48

0.25 2.3 I

7.54 22.16

4.96 26.44

0.41 1.45

Standard Error, Se= 0.0182(For Efficiency), 0.0139(For Fairness)
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Table12MainEffectsandTheirConfidenceIntervalsforGEO

Factor Mean Effect Confidence Interval

Efficiency Fairness Efficiency Fairness

TCP Flavor:

Vanilla -0.0295 0.0037 (-0.0420,-0.0170) (-0.0058,0.0133)

Reno -0.0252 0.0027 (-0.0377,-0.0127) (-0.0068,0.0123)

NewReno -0.0095 0.0034 (-0.0220,0.0030) (-0.0062,0.0129)

SACK 0.0642 -0.0098 (0.0517,0.0768) (-0.0194,-0.0003)

Buffer Size:

0.5 RTT -0.0138 0.0050 (-0.0240,-0.0036) (-0.0029,0.0128)

1 RTT -0.0099 0.0020 (-0.0201,0.0004) (-0.0058,0.0098)

2 RTT 0.0237 -0.0070 (0.0134,0.0339) (-0.0148,0.0009)

Drop Policy:

EPD 0.0023 -0.0023 (-0.0049,0.0095) (-0.0078,0.0033)

SD -0.0023 0.0023 (-0.0095,0.0049) (-0.0033,0.0078)

In the following 2 subsections, we present the results of analyzing efficiency and fairness values for GEO
links.

8.3.4 Analysis of Efficiency va lues: Results and Observations

TCP flavor explains 69.16% of the variation and hence is the major factor in deciding efficiency
value. Confidence intervals for effects of TCP flavors clearly indicate that SACK results in
substantially better efficiency than other TCP flavors. Since confidence intervals overlap for
NewReno, Reno and Vanilla, one can not be said to be better than other in terms of efficiency.

. Buffer size explains 13.65% of the variation and interaction between buffer size and TCP flavors

explains 7.54% of the variation. Confidence intervals for 0.5 RTT and I RTT buffer overlap, thus
indicating similar performance. There is a marginal improvement in performance as buffer size is
increased to 2 RTT. Vanilla and Reno show substantial efficiency gains as buffer size is increased
from I RTT to 2 RTT. There is not much improvement for Vanilla and FRR when buffer is increased
from 0.5 RTT to i RTT. Hence, in this case, I RTT buffer does not sufficiently reduce number of
packets dropped to cause an increase in efficiency. However, for a buffer of 2 RTT, the reduction in
number of dropped packets is enough to improve Vanilla and Reno's performance.

3. Drop policy does not have an impact in terms of efficiency as indicated by negligible allocation of
variation to drop policy.

NASA/CR-- 1999-209158 21



From the observations above, it can be concluded that SACK with 0.5 RTI' buffer is the optimal choice

lbr GEO links with either of EPD and SD as switch drop policy.

8.3.5 Analysis of Fairness values: Results and Observations

The conclusion here is similar to MEO delays. As we can see from individual fairness values, there is not
much difference between fairness values for different TCP flavors, buffer sizes or drop policies. All 9

main effects have very small values, and for 8 of them, their confidence intervals enclose 0. Thus, for
GEO delays, 0.5 RTT buffer is sufficient for good fairness with any drop policy for all types of TCPs.

8.4 Overall Analysis

It is interesting to notice how the relative behavior of different TCP flavors change as link delay
increases.

As link delay increases, SACK clearly comes out to be superior than NewReno in terms of efficiency. For
WAN, SACK and NewReno have similar efficiency values. For MEO, SACK performs a little better than
NewReno and for GEO, SACK clearly outperforms NewReno. The reason for this behavior is that
NewReno needs N RTTs to recover from N packet losses in a window whereas SACK can recover faster,
and start increasing CWND again. This effect becomes more and more pronounced as RTT increases.

SD does not always lead to increase in fairness as compared to EPD. This result can again be attributed to
nature of WWW traffic. SD accepts packets of only under-represented VCs after crossing the threshold R.
For sufficient buffer size, many of these VCs are under represented in switch buffer because they do not
have a lot of data to send. Thus, SD fails to cause significant increase in fairness.

It has been already concluded that for long delay links, end system policies are more important than
switch drop policies in terms of efficiency and fairness [GOYAL98]. Results presented in this
contribution confirm this conclusion for WWW traffic.

9 Summary

In this contribution we studied the effects of TCP mechanisms, UBR+ drop policies and buffer sizes on

the performance of WWW traffic over satellite networks. The following overall conclusions can be made
about the efficiency and fairness of WWW TCP traffic over ATM-UBR+ for long delay networks:

Efficiency

I. End system policies: SACK generally results in the best efficiency, especially as the delay increases.
For lower delay and small buffer sizes, NewReno can perform better than SACK.

2. Drop policies: For lower delays (WAN), selective drop improves performance over EPD. As the delay
increases, buffer sizes used in our experiments become larger, and selective drop does not have much
effect.

3. Buffer size: Increasing buffer size increases performance, but the effect of buffer size in much more

significant for lower delay.

Fairness

I. End system policies: SACK hurts fairness in lower delay (WAN) compared to NewReno. SACK and
NewReno have similar fairness for higher delay.
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2. Drop policies: Drop policies do not have much effect on long delay networks.

3. Buffer size: Increasing buffer sizes increases fairness, but for sufficiently large buffers this effect is
negligible.

In summary, as delay increases, the marginal gains of end system policies become more important
compared to the marginal gains of drop policies and larger buffers.
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VI. Large congestion window and the
congestion avoidance phase

VI.A
See ICCN '97 paper under deliverable 2 above
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VII. Optimizing the performance of
SACK TCP

VII.A

We analyzed the performance of SACK TCP using
delayed retransmit. It was found not to have any
significant effect on the performance. No papers

were published on this topic.
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